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For a given locus, the mutual information between accessions (X) and alleles (M) can be
defined as follows

I(X;M) = H(X)−H(X|M),

where H(X|M) is the conditional entropy of X given M . This is equivalent to:

I(X;M) =
k∑

i=1

piI(X;Mi)

Now, since I(X;Mi) = Si, and considering expression (2), substitution leads to:
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=
1

N

N∑
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N

N∑
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Rj

I(X;M) can be rewritten by substitution with expression (1)
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Npi
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i.e. the average Kullback-Leibler divergence, described in expression (3).
In synthesis, this proofs that:

1



I[X;M ] =
1

N

N∑
j=1

Rj =
1

N

N∑
j=1

Dj ,

i.e. the mutual information and average rarity are equal to the average Kullback-
Leibler divergence between accessions and the pooled allele frequencies.
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