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Abstract

Despite growing application of formal cultural transmission models in archaeology, the common ap-
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Lipo’s study of Late Prehistoric ceramics from the Phillips, Ford, and Griffin study area.
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. Introduction1

A key result of an evolutionary approach to archaeology is the realization that cultural transmis-2

sion theory provides a grounding explanation for the success of culture-historical methods—and the3

seriation method in particular—in constructing chronologies and understanding regional-scale pat-4

terns in the archaeological record. Many of the early applications of formal transmission models in5

archaeology drew upon, and sought to enhance, traditional methods with the quantitative insights6

gained from theory.7

Neiman () introduced formal transmission models to archaeology in the form of the clas-8

sic Wright-Fisher neutral theory, and used this model to study spatiotemporal patterns of interaction9

using ceramic types, given Dunnell’s () linkage of stylistic classes to homology and neutrality.10

Neiman further suggested that dri was sufficient to create the characteristic form of seriation solu-11

tions. Lipo, Hunt, Dunnell and this author () employed seriation not to construct chronology12

but to map regional-scale patterns of interaction, by partitioning solutions into subsets of assemblages13

that seriate together successfully. Lipo () extended this line of reasoning and deepened our un-14

derstanding of the methods required to produce such analyses with real artifact assemblages.15

In addition to grounding culture-historical methods in a mechanistic scientiĕc theory, this line of16

research strongly suggests that culture-historical methods are the natural observational tools for testing17

hypotheses that arise when considering cultural transmission processes as archaeological explanations.18

Although formal transmissionmodels have become an important and growing area of archaeolog-19

ical research, the connection between culture-historical methods and transmission models has been20

largely ignored in recent years. Instead, the current approach treats cultural transmission models as if21

they directly describe archaeological data, in order to answer questions which aremore behavioral and22

less evolutionary. Much of this body of work has focused upon identifying the “mode” of past cultural23

transmission, as if entire populations could easily be characterized as “conformist” or that modes of24

transmission were not continously shiing and changing. e descriptions are oen essentialist in25

units and lead to transformational explanations, despite nominally employing a theory of heritability26

and social learning which is non-essentialist and evolutionary in character.27

At a methodological level, the difference between simple trait markers and the complex units we28

call “types” has not affected the models used in most studies, and the equilibrium or synchronic pre-29

dictions made by cultural transmission models are treated as if they applied without modiĕcation to30

diachronic, time-averaged data derived fromaccretional deposits. enet result of this style of cultural31

transmission research in archaeology is that we have yet to produce many convincing ĕts of cultural32

transmission models to data, and thus few convincing explanations, as noted by Boyd and Richer-33

son (). Ultimately, this style of analysis stems from taking—consciously or not—a synchronic,34

reconstructionist approach to applying cultural transmission theory to archaeology.35

In contrast, the advantage of using seriation of analytic classes as the observational method for36

linking cultural transmission theory to archaeological data is that seriation treats change through time37

as continuous. Change is monitored through the frequencies of analytic artifact classes chosen to re-38

spond to variation over particular temporal and spatial scales. If we construct transmission models in39

such a way that their observable consequences are measured through seriations, then we avoid syn-40

chronic reconstructionism in applying cultural transmission theory to the archaeological record. A41

seriation solution, comprising a number of assemblages measured with a set of archaeological classes,42

is therefore the basic observational unit I intend to study in my dissertation research. How much vari-43

ation in the richness and evenness of classes can we observe across seriation solutions, given different44
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models and parameterizations of cultural transmission models? If we form seriation solutions rigor-45

ously, and break assemblages into groups which seriate cleanly together, but cannot be combined, what46

aspects of regional-scale cultural transmission models govern the size distribution of such solutions?47

e goal of my dissertation research is to answer such questions and develop seriation solutions as48

a diachronic observational tool for the application of cultural transmission models to archaeological49

data.50

Development of seriation as a tool requires solving several methodological problems. Even with51

innovations by Lipo and colleagues (Lipo et al. ; Lipo and Madsen ; Lipo ), three chal-52

lenges remain. e ĕrst is “rewriting” neutral models to include observational units separate from the53

“trait” information which Ęows within the population; observational units which represent the mul-54

tidimensional nature of archaeological classes and types. e second challenge is matching the level55

of modeling to the scale at which we have measured variability (not just central tendencies) in a given56

empirical case. Inmany cases, assemblages are characterized by a single set of artifact class frequencies,57

which means that descriptions of variability can only be obtained at the scale of multiple assemblages.58

is requires models of cultural transmission within multiple populations, with the model structured59

in a manner appropriate to the settlement and land-use patterns involved. e third need is devel-60

opment of statistical models which link the structure and parameters of cultural transmission models61

to variation in the quantitative properties of seriation solutions, when variation is measured using62

archaeological classes and seriated using Lipo’s “iterative pairwise frequency seriation” method.63

I propose to address these methodological and theoretical challenges in my dissertation research64

through numerical simulation in two phases of modeling and analysis. e ĕrst phase of research65

focuses upon understanding the dynamical and statistical behavior of cultural transmission models66

augmented with archaeological classiĕcations. e second phase of my research will consider the67

methodological and practical issues involved in applying the result of Phase I to real archaeological68

data. Carl Lipo’s () dissertation research greatly expanded our initial foray into using seriation69

to measure interaction between populations. In that work, he identiĕed several clusters of ceramics70

assemblages in the St. Francis and Memphis portions of the Phillips et al. () study area that ap-71

pear to represent strongly interacting populations, outside of which interaction was much less intense.72

Given multiple seriation solutions (which display different average assemblage richness, and evenness73

of classes represented), I ask what model of information Ęow within a cultural metapopulation best ac-74

counts for the observed pattern of seriation solution groups, and intra-seriation patterns of richness and75

evenness? Furthermore, I consider how we can perform statistical inference to select the model which76

represents the best ĕt to speciĕc seriations obtained in the course of an archaeological study.77

In the next sections, I review issues with the current state of cultural transmission research in ar-78

chaeology, and provide summaries of iterative frequency seriation and neutral cultural transmission79

theory, in both its standard single population form, and across a metapopulation composed of in-80

terconnected subpopulations. I then list detailed research questions, given the details of the models81

and seriation method reviewed. Next, I describe the computational model I propose to construct to82

address the research questions, and discuss its veriĕcation, testing, and model selection and statistical83

methods. Finally, I describe speciĕc research tasks that I propose for answering the questions outlined,84

and provide an estimated plan and timeline for the work.85
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. Case Study: Regional Interaction from Mississippian Ceramic Seriations86

From  through , Philip Phillips, James A. Ford, and James B. Griffin made systematic87

collections of ceramics across the Lower Mississippi River Valley (Figure A.).Ƭ e PFG study made88

collections from  different locations, producing over , ceramic samples Phillips et al. ().89

is monumental study ĕrmly established the basic chronology of later prehistoric occupation in the90

Valley, demonstrated the utility of Ford’s particular approach to ceramic seriation and chronology91

building, and gave rise to the basic culture-historical concept of “phase” as a space-time unit (Dunnell92

; Lyman et al. ; O’Brien and Lyman ; Lipo et al. ; Lipo ).93

For  assemblages collected by PFG in the St. Francis andMemphis areas, Lipo () performed94

new seriations using amodiĕcation of Ford’s deterministic frequency seriation technique. e original95

PFG seriations presented solutions for each analytical subdivision of the study area, and had depar-96

tures from the unimodal expectation of the method Dunnell (). To yield solutions which meet97

the assumptions of the method, it is clear that not all assemblages will ĕt in the same seriation solu-98

tion. Using error estimates for frequencies given binomial error terms to test whether differences in99

frequencies were signiĕcant, Lipo used an iterative approach to construct the largest seriation group-100

ings possible from the original PFG solution. is type of seriation result I term a “seriation solution101

group,” and this class of solutions are, I claim, the best archaeological observable for measuring the dif-102

ferences between differing models of cultural transmission within and between a set of archaeological103

assemblages, given diachronic and time-transgressive data. I describe Lipo’s method, and additional104

signiĕcance tests which allow us great conĕdence in the ĕnal results, in greater detail in Section ..105

e resulting seriation groups for the St. Francis and Memphis study areas are shown in Figure A..106

Lipo’s study area, given new ĕeldwork, comprised a portion of the original St. Francis and Mem-107

phis areas from the PFG study, but he also created seriation solution groups for the full set of assem-108

blages in both PFG analytical areas (which met sample size requirements). ese solutions, which109

are the result also of pairwise signiĕcance testing, are shown in Figure A.. e spatial extent of each110

solution group is mapped in Figure A.. Not only do these seriations yield a temporal order for assem-111

blages in each spatial area, but immediately we can see that seriation groups as a whole differ in ways112

which can be related quantitatively to the statistical properties of an unbiased cultural transmission113

model. Seriation groups shown here differ in average class richness, and the evenness of frequencies.114

For example, Group  and Group , for example, have greater richness and a Ęatter diversity proĕle115

than Group b or Group .116

Such differences arise in neutral theory principally through differences in the amount of new vari-117

ation introduced into a population, either through endogeneous innovation or the Ęow of information118

from outside a population (loosely, “migration”).ƭ Richness and evenness are measured in seriation119

with respect to a speciĕc classiĕcation. ese variables are thus always relative to a “design space”120

(O’Brien et al. ), and we need to understand the degree to which different instances of a neu-121

tral model (e.g., innovation rates and migration patterns) yield distinguishable values in that design122

space. Conversely, we need to understand the degree to which different instances of neutral models123

are equiĕnal when observed through a particular design space.124

ƬHereaer, the study and its authors are referred to as “PFG” for brevity.
ƭI use the term “migration” and “migration rate” throughout given its prevalence in the theoretical literature, and am not

implying residential relocation of people. Migration here denotes non-local information Ęow: individuals do move around
a landscape, and have opportunities to spread information outside their own immediate social groups or local populations.
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erefore, the goal of my case study is to understand what classes of neutral models can best ac-125

count for the histories seen in seriation solution groups both from Lipo’s study area and for the re-126

mainder of the full PFG collection. Of the  assemblages PFG collected, only  assemblages have127

decorated sherds (the remainder being representing by Bell Plain, Neely’s Ferry Plain, or both. Of the128

assemblages with decorated sherds, only  assemblages have more than  decorated sherds. I intend129

to use as many of these assemblages as possible (given consideration of sample size effects) to expand130

the seriation solutions created by Lipo () and widen the area over which we understand the nature131

of interaction patterns in the Lower Mississippi River Valley.132

. Previous Research133

.. Issues in the Application of Cultural Transmission Models in Archaeology134

Since their introduction into archaeology byNeiman (), microevolutionarymodels of cultural135

transmission have become an increasingly important tool in studying the history and spread of artifact136

types. Transmission models and statistical methods borrowed from theoretical population genetics137

have been employed to study Paleoindian lithics (Hamilton and Buchanan ), basketry (Jordan and138

Shennan ), ceramics (e.g., Bentley and Shennan ; Steele et al. ; Lipo et al. ; Lipo and139

Madsen ; Lipo ; Shennan and Wilkinson ), and a variety of historical and contemporary140

data sets (e.g., Bentley ; Hahn and Bentley ; Bentley et al. ; Herzog et al. ; Bentley141

et al. b; Scholnick ; Premo and Scholnick ).142

Two main approaches are used by archaeologists in current applications of cultural transmission143

theory. e ĕrst is phylogenetic analysis, which employs cladistic methods for constructing hypothe-144

ses concerning homology from phenetic similarity (O’Brien et al. ). Cladograms are descriptions145

of patterns of descent, and do not contain information about the processes which gave rise to those146

patterns. Cladistic studies are oen broadly “macroevolutionary,” applied in archaeology to data over147

large regions or even continental-scale data sets. e second method is broadly “microevolutionary,”148

confronting individual assemblages or sets of assemblages with detailed (oen individual-scale) mod-149

els of transmission processes, adopted and adapted from population genetics (and, to a lesser extent,150

epidemiology). e aim is to provide an “internal,” ĕner-grained perspective upon the dynamics of151

cultural change by examining the events within a lineage that eventually lead to branching and phylo-152

genesis.153

As the experience of biology shows, a full picture of evolutionary history requires both, andprogress154

in theory building and empirical explanation is oen an interplay between micro and macroscopic155

methods and perspectives. In this review, however, I focus upon the issues that I see in microevolu-156

tionary modeling of cultural transmission—issues which I believe render many attempts to ĕt models157

to data both empirically and dynamically insufficient (Lewontin ).158

As previously noted, microevolutionary applications of cultural transmission models are oen159

synchronic and reconstructionist in structure. is manifests in several ways in published studies:160

. Modal characterization of cultural units161

. Employment of synchronic model predictions to compare to archaeological data162

. Treatment of diachronic, time-averaged deposits as if they represented synchronic units163

. Assumption that archaeological units represent actual units of past transmission164
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Modal characterization occurs whenever a study seeks to characterize past populations and ar-165

chaeological deposits with only a central tendency of single description, ignoring variability over time166

and space, and the heterogeneity that exists in all human populations. No anthropologist intends to167

engage in modal characterization, and in our reĘective moments everyone recognizes the existence168

of variability and heterogeneity (if not always its causal role in evolutionary systems). But the study169

of individual-level transmission rules in archaeological assemblages has been rife with modal charac-170

terization, given attempts to link artifact class diversity proĕles to “conformist” or other transmission171

models (e.g., Kohler et al. ; Steele et al. ; Shennan and Wilkinson ).172

Existing applications of formal models almost always employ synchronic or equilibrium model173

predictions, as test statistics to compare with archaeological data. Clearly, understanding the equi-174

librium or asymptotic properties of our mathematical models is the ĕrst step in comprehending the175

possible behavior of an evolving system. But archaeologists face a record which is a single realization176

of a complex, historical process, combining both predictable stochastic processes (such as unbiased177

diffusion, or constant selection), and elements of chance (e.g., the unique order in which certain inno-178

vations occur). eproblemwith focusing solely upon the stationary behavior of cultural transmission179

models is that equilibrium states are ahistorical: many historical trajectories typically lead to an equi-180

librium state in an “ergodic” system. If we wish to explain the actual phenomena of the archaeological181

record, we need to focus on how evolutionary models generate histories. In a complex stochastic pro-182

cess, this amounts to always asking, “how likely is a particular sequence of states,” rather than “which183

equilibrium state does our data imply.”184

Next, because of the tendency to slip back into a reconstructionist mode of explanation, we tend185

to ignore the statistical and quantitative effects of aggregation and deposition upon the observations186

we compare to theoretical models. Grayson and Delpech () and Lyman () make this point187

forcefully in the realm of foraging theory and time averaged zooarchaeological assemblages. Archae-188

ological deposits are almost always accretional palimpsests, representing cumulative artifact discard189

over durations of varying length (Binford ; Schiffer ; Stein ; Bailey , ). When190

archaeologists measure the number of classes present in an assemblage, or calculate their relative fre-191

quencies, such measures summarize the bulk properties of deposition and discard over a signiĕcant192

span of time.Ʈ Bentley et al. () recognized this issue as presenting a problem for cultural trans-193

mission applications, and claimed to deal with it across a series of studies by simply collapsing all of194

their simulation runs into a single data set, with no analysis of the effects of variable duration. Ear-195

lier, Neiman () had argued that variable artifact discard rates had no effect on the frequencies196

of traits within a population, as long as sufficient time averaging occurred to cancel out the effects of197

discard rate variation. Nevertheless, in a recent study (Madsen ), I show that temporal aggrega-198

tion of transmission events has strong quantitative effects which vary with assemblage duration and199

innovation rate, causing statistical tests for neutrality to lose discriminatory power, and altering the200

distribution of richness and evenness measures. is indicates that synchronic model predictions are201

not good approximations for historical, aggregated data, and that we need to cra diachronic observ-202

ables from our cultural transmission models to employ in studying archaeological phenomena.203

Finally, there is a strong tendency in applications of cultural transmission models to treat the traits204

we track thoughmodels as reĘecting something “real” about units of transmission in past populations.205

is can take extreme forms, when authors explicitly treat transmitted information as reĘecting the206

ƮAs well as the action of various post-depositional and taphonomic processes, of course.
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“mental template” that past people had for making artifact types, or it can lead to a concern that prob-207

lems ĕtting models to archaeological data may result from not having the “correct” units with which208

to measure transmission.⁴ Cultural transmission simply does not occur in predictable packages, and209

it is futile to ask whether we can identify the “units” of transmission. Information is oen transmit-210

ted in a variety of packages and chunks, perhaps variable between individuals.⁵ And yet, using the211

distinction between ideational (or analytical) units, and phenomenological units, we can measure the212

outcome of transmission events without having to understand in detail the myriad of ways in which213

individual bits of information Ęowed within a population (see esp. O’Brien et al. ). We do so by214

employing paradigmatic classiĕcations, designed to encompass the cultural variation we are studying215

in a “design space,” with dimensions and modes applicable to variation at particular temporal and216

spatial scales (Figure A.).217

In addition to these theoretical challenges, archaeological usage of cultural transmission models218

has rarely considered the limitations of the statistical methods employed to test the ĕt between our219

models and our data. e most common approach has been the treat neutrality as a “null model” or220

hypothesis, against which processes of interest can be detected. Steele et al. () correctly argue that221

simply comparing an empirical to a theoretical frequency distribution is insufficient as a test of a com-222

plex model, even when it is done using a theoretically informed statistical test. Moreover, they note,223

many early studies have not even gone that far, and employ no tests, merely arguments of consistency224

between a model and quantitative data (e.g., Bettinger and Eerkens ).⁶ Almost no studies employ225

multiple test statistics or multiple models, and no study in the archaeological literature to date has226

employed statistical model selection and a “strength of evidence” approach to ĕnding the best trans-227

mission model to account for the observed variability. Shennan describes our true challenge well in228

his recent overview of cultural transmission studies in archaeology: “the real issue in most cases of229

trying to understand the factors affecting variation in archaeological assemblages is less likely to be230

the question of whether the variation is neutral or not, but what is the relative importance of various231

selective and stochastic factors in accounting for it” (Shennan , p. ). I agree and return to232

these issues in Section ..233

In summary, these issues suggest that we need to reexamine the way we employ present cultural234

transmission models in archaeology. We need to characterize variability, not just modal tendencies;235

if we possess only a single set of measurements at a given scale (e.g., assemblages), then our analysis236

will need to be regional, and characterize history and variability across a metapopulation, instead of237

focusing upon modal characterization of single communities. We need to extract predictions from238

models for diachronic, aggregated data, rather than attempting to “correct” synchronic predictions for239

time averaging. And we need to separate the role of analytic classiĕcation in measuring the results240

⁴An excellent example comes from a superb paper by Steele et al. (), where the authors conclude with concern
about “reĕning our understanding of what features and categories can be treated as reliable units of prehistoric cultural
transmission.”

⁵Nor is this really a differentiatorwith genetic and epigenetic transmission systems, reliant upon chemical coding systems.
ese systems of transmission certainly have a much more complex phenomenology than commonly recognized outside
the biological sciences (e.g., Prohaska and Stadler ), with hierarchical information and Ęexible machinery for multiply
interpreting nucleic acid sequences.

⁶I want to note that this does not imply that (Bettinger and Eerkens ) is a bad study. On the contrary, the authors
did a superb job of analyzing the “package size” of cultural transmission for the transition to bow-and-arrow technology in
two regions of the Great Basin. ey simply did not perform any further statistical tests to validate their idea that differences
in the package of information being transmitted were due to speciĕc modes of transmission.
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of past cultural transmission from the theoretical role played by information Ęowing through past241

populations. Andwe need bettermethods of evaluating the degree towhich our data provide statistical242

evidence for or against alternative models.243

.. Neutral Cultural Transmission eory244

In this section I review the main properties of unbiased cultural transmission models, both within245

a single population and within a metapopulation composed of interacting communities. ere are246

several ways of modeling unbiased transmission in extended populations, each appropriate for ex-247

plaining different empirical situations. For example, a continuous reaction-diffusion model would be248

the best choice for a mobile and dispersed population. For my dissertation research, the appropriate249

choice given my Late Prehistoric case study is a structured metapopulation model, given sedentary250

nucleated populations in the study area.251

I focus in this project upon unbiased models of transmission, for several reasons. First, unbiased252

copying is the microevolutionary model which best reĘects our intuition that homology is best traced253

using models which incorporate only copying and a dri component arising from stochastic sampling254

of a ĕnite population over time (Dunnell ; Neiman ; Lipo and Madsen ). Second, since255

we expect real human populations to exhibit heterogeneity in the copying and imitation rules they256

employ, and for those rules to be chosen situationally or to shi over the human lifespan, it is likely that257

when averaged over an entire population with individuals at different stages of the life cycle, many of258

the transmission biases that are of interest when studying individual behavior will average themselves259

out. Also, given that we study accretional, diachronic deposits, time averaging (see Section ..) will260

further cause individual biases to combine and form an aggregate record which may be well described261

by an unbiased transmission model.262

is second reason is, in fact, a conjecture, and I return to it in Research Question  below. If the263

above intuition is correct, then archaeologists may not need to concern themselves, when studying264

long-duration or regional scale data, with differences in “modes” of transmission or the ĕne details of265

dual-inheritance models.266

... Wright-Fisher Inĕnite-Alleles in a Single Population267

Following Dunnell’s () suggestion that the distribution of stylistic variation is explained by268

neutrality with respect to selection, Neiman () introduced theWright-Fisher inĕnite-alleles (WF-269

IA) model to archaeology as a formal description of unbiased cultural transmission within prehistoric270

populations. Here I review the main characteristics of WF-IA as employed by archaeologists.271

e well-mixed neutral Wright-Fisher inĕnite-alleles model (Kimura and Crow ) considers a272

single dimension (“locus”) at which an unlimited number of variants (“alleles”) can occur, in a popu-273

lation ofN individuals.⁷ e state of the population in any generation is given in several ways: a vector274

representing the trait possessed by each individual (census), a vector giving the abundance of each trait275

in the population (occupation numbers), or by the number of traits represented in a population by a276

speciĕc count (spectrum).277

⁷Conventionally, the model treats a diploid population, in which N individuals are composed of N chromosomes and
thus there are always N genes tracked in the population. e haploid version is more appropriate for modeling cultural
phenomena, and thus formulas given in this papermay differ from those given by Ewens () and other sources by a factor
of two. For example, the key parameter θ is deĕned as 2Nμ rather than the common genetic deĕnition 4Nμ.
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In each generation, each ofN individuals selects an individual at random in the population (with-278

out respect to spatial or social structure, hence “well-mixed”), and adopts the trait that individual279

possessed in the previous generation.⁸ Equivalently, a new set of N individuals are formed by sam-280

pling the previous generation with replacement. At rate μ for each individual, a new variant is added281

to the population instead of copying a random individual, leading to a population rate of innovations282

θ = 2Nμ (Ewens ), with no “back-mutation” to existing traits.⁹ An important consequence of283

this innovation model is that each variant is eventually lost from the population given enough time,284

and replaced with new variants. us, there is no strict stationary distribution for the Markov chain285

describing WF-IA, although there is a quasi-stationary equilibrium in which the population displays286

a characteristic number of variants, with a stable frequency distribution governed by the value of θ.287

e distribution of variants in the full population is complex, and exact expressions are usually288

unknown for WF-IA, with most population properties obtained by diffusion approximation (Ewens289

). Archaeologists are fortunate, however, that the sampling properties of themodel are well under-290

stood, since we always deal with samples of past human activity, rather than population-level census291

information. e basic result, due to Ewens (), is the joint distribution of variant counts in a sam-292

ple of size n, which is given by the Ewens sampling distribution, given the population innovation rate293

(θ):294

Pθ,n(ai, . . . , an) =
n!
θ(n)

n∏
j=1

(θ/j)aj

aj!
()

where θ(n) is the Pochhammer symbol or “rising factorial” θ(θ + 1)(θ + 2) · · · (θ + n − 1). In most295

empirical cases, we cannotmeasure (or do not set through experiment) the value of θ, so amore useful296

relation is the distribution of individuals across variants (i.e., the occupation numbers), conditional297

upon the number of variants kobs observed in a sample of size n:298

P(n1, n2, . . . , nk|kobs) =
n!

|Skn|k!n1n2 · · · nk
()

where |Skn| denote the Stirling numbers of the ĕrst kind, which give the number of permutations of299

n elements into k non-empty subsets (Abramowitz and Stegun ). e latter serves here as the300

normalization factor, giving us a proper probability distribution.301

From the core probability distributions which compose theWF-IAmodel, many observable quan-302

tities have been calculated, including the form of the trait frequency spectrum which describes the303

expected “evenness” of traits at a given innovation rate, the expected richness of traits in a sample of304

given size, and various expected times to exit or ĕxation (in a non-inĕnite-alleles model). e core305

probability distributions also yield statistical tests by determining the likelihood that a sample of given306

size is drawn from Equation . e two most important such tests are the Ewens-Watterson test using307

the sample homozygosity, and Slatkin’s “exact” test (Durrett ; Ewens ; Slatkin , ,308

, ).309

ese expectations apply at equilibrium to synchronic samples, and given the ergodic hypothesis,310

⁸An individual can select themselves at random since sampling is with replacement, and this would be equivalent to
“keeping” one’s existing trait for that generation.

⁹It is important to note that θ is not a measure of the “diversity” of traits in the population, as it has been employed in
several archaeological studies, but is instead a rate parameter of the model.
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to diachronic samples that constitute true time-averages (which are possible in contemporary ĕeld or311

laboratory settings). Accretional assemblages are not true “time-averages” in the sense usually em-312

ployed in mathematics, statistics, and physics, but instead are cumulative samples over a duration. In313

Madsen (), I describe the results of numerical simulations designed to determine whether model314

expectations, or the power of statistical tests of neutrality, are modiĕed when aggregated in the same315

manner as cumulative archaeological samples. e results show that once a sample duration exceeds316

the mean trait lifetime (not necessarily the mean lifetime of an archaeological type, but a modeled317

trait), measured richness begins to increase, diversity curves are Ęattened, and neutrality tests are sub-318

ject to excessive Type I error.319

... Neutral Transmission in a Metapopulation320

Cultural transmission in human groups is almost never constrained to occurwithin a single, closed321

group. Instead, even if people might be inĘuenced more heavily by immediate family, friends, and322

neighbors, there is also considerable information exchange between groups and individuals who are323

unrelated or geographically distant. Exogamy, trade, and themigration of entire groups are some of the324

proximate mechanisms for information Ęows that are outside immediate social or residential groups.325

us, even if we can approximate the dynamics of neutral transmission within a group by the model326

described above, when we seek to describe patterns among groups, or across larger regions, we need327

models which explicitly contain population structure.328

is can be done in several ways. If an empirical case involves highlymobile individuals, or groups329

that practice dispersed settlement systems, then continuous spatial models may be required (e.g. Kan-330

dler and Steele ; Kandler and Laland ). In situations where populations are sedentary and331

nucleated, in contrast, a metapopulation approach is warranted, and is the approach taken here given332

the Late Prehistoric case study described in Section . In the metapopulation approach, populations333

are spatially structured into local subpopulations (or demes), with migration among the demes which334

affects the local and oen global dynamics of the processes being modeled. Oen, not invariably,335

demes can come into being through colonization, and become extinct within a metapopulation (see336

papers in Hanski and Gilpin , for an introduction to the diversity of metapopulation model ap-337

plications).338

Figure A. schematically depicts two metapopulation models involving four demes. Model A rep-339

resents the simplest metapopulation model, originally introduced by Sewall Wright as the “island”340

model (Wright ), and much analyzed in theoretical population genetics. In the simplest model,341

netural dri proceeds within each of the four demes (indicated by the looped arrows), and individuals342

are able to migrate between any pair of demes, at a constant rate for the whole metapopulation. is343

model is “well-mixed” in a regional sense, although it is structured into separate interacting popu-344

lations at the individual level. is structure yields some interesting results. In general, the effective345

population size (Ne) is lower in a structuredmetapopulation than in a single population of comparable346

census size (Barton and Whitlock ).347

In Model A, the variance in traits across local demes is given by Wright’s formula:348

Fst ≈
1
2Nm + 1

()

where N is the population size of a deme (assumed to be constant here), and m is the fraction349

of each deme which emigrates and is replaced by migrants drawn at random from the entire popula-350

tion. Other variations of the simple islandmodel include stepping-stonemodels, in which populations351
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demes are connected to nearest neighbors on a lattice or ring structure (e.g. Kimura and Crow ;352

Kimura and Weiss ; Weiss and Kimura ; Kimura et al. , ; Maruyama and Kimura353

). While Model A is not a realistic model and given uniform information Ęow across demes,354

would not yield the differentiation into seriation solution groups that we see in archaeological data, it355

has a variety of known analytic results, making it useful for verifying the correctness of a computational356

model (see Section ..).357

Model B depicts a snapshot in a more realistic metapopulation model, of the kind relevant in this358

research. e model either represents a synchronic view, or a snapshot in time of a metapopulation359

where demes can become extinct and be colonized. In this model, information Ęow between demes is360

variable among pairs, with very high Ęow rates between the two demes on the right, and very little Ęow361

between the bottom le deme and the other three. Model B is the type of metapopulation model that362

I believe best models what we see is regional-scale seriation solution groups given by Lipo’s iterative363

pairwise method. I propose that the ability to seriate certain assemblages together (e.g., Group  in364

Figure A.) is the result of assemblages representing samples of artifact discard from demes linked by365

high rates of information Ęow, with low rates of Ęow to other demes which will not seriate together,366

given a model of structured interaction like that in Model B.367

edynamics of neutral transmissionwithin demes is the same as described in Section .. above,368

with the exception that new variants are introduced to a deme both by endogeneous innovation (μi),369

and by the probabilities of obtaining a variant from another speciĕc deme (generalizing the notion of370

“migration” to not require residential mobility, but to include temporary traveling for trade) at rate371

mi,j. us, for any given deme, the overall rate of innovation is:372

θi = 2Niμi +
D∑
j=1
mj ()

Since modeling the transmission behind seriation solution groups requires that demes come into373

existence and then become extinct as identiĕable units with population continuity, the set of demes374

available for migration will change over time, and necessarily so will the set of migration rate values375

(even if we do not model short-term Ęuctuations inmigration rate within a pair of demes).Ƭ⁰ us, the376

set ofmi,j(t) values form a “migration matrix” M(t) which deĕnes the metapopulation structure at any377

point in time, and the overall time-dependent migration matrix describes the history of population378

interaction.379

It is this time-dependent migration matrix that we wish to model and understand, since I am380

proposing that its structure causes the overall pattern of archaeological assemblages being divided381

into sets of seriation solutions. e likelihood that information will be shared across two or more382

demes (and thus that they will have sets of archaeological class frequencies which are sufficiently “in383

sync” to seriate together) will be a function not just of themigrationmatrix possibilities just described,384

but the endogeneous rate of innovation relative to the size of the deme (i.e., θ for each deme). e385

latter quantity controls the rate at which variants are lost to dri in a population. If two or more386

demes come to share a new innovation, then their migration matrix values over that time span must387

reĘect one of the following scenarios: (a) demes partially overlap temporally, and have a relatively388

Ƭ⁰Since we are modeling unbiased transmission at regional scales here to explain variation among assemblages, and not
reconstruct individual behavior, there is no need to model variation among individuals at all. is would change if we were
studying selection at regional scales, of course.
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high migration matrix term describing the sharing of variation between their source demes, (b) an389

assemblage represents the source of colonists for the establishment of a new deme, and thus there is390

one-way information Ęow between two otherwise non-overlapping demes, or (c) a combination of the391

twowhere a second deme is established by the ĕrst, and thereaer during a period of temporal overlap,392

the demes share migrants and information.393

.. Lipo’s Iterative Pairwise Seriation Method394

Seriation is a method of ordering empirical entities using analytic classes, given an ordering prin-395

ciple for those analytic classes (Dunnell ). e most common use of seriation is to derive chrono-396

logical orderings, so the classes employed are stylistic in character (e.g., “culture-historical types), and397

the ordering principles are heritable continuity of form and historical continuity. In other words,398

homology due to cultural transmission (Dunnell ; Lyman et al. ; O’Brien and Lyman ;399

Lyman and O’Brien ).400

Ford’s deterministic frequency seriation method has generally been non-quantitative, and was of-401

ten done “by eye.” is offers no means of evaluating the statistical ĕt of a solution to the ordering402

principles. Matrix methods, on the other hand, are inherently quantitative and could offer signiĕ-403

cance values for solutions, but collapsing the details of type frequencies into a single assemblage-level404

similarity value removes the possibility of determining the exactness of ĕt to unimodality for each type405

in a seriation. us, a hybrid approach is required. In his dissertation, Lipo () elaborated a sta-406

tistical approach to testing deterministic seriation orderings that grew out of work done with myself,407

R.C. Dunnell, and Tim Hunt ().408

e ĕrst step is to incorporate the effects of sampling and sample size upon type frequencies; uni-409

modality of class frequencies in a seriation can only be evaluated within conĕdence limits governed410

by the size of samples. Following Beals et al. (), a conĕdence interval is calculated for each type411

frequency in each assemblage, using the normal approximation for a conĕdence interval on a binomial412

variable (Cochran ).413

Next, subsets of assemblages are found which seriate together (but cannot be further combined),414

within conĕdence limits. is step was facilitated by the use of an Excel-based macro for construct-415

ing and manually manipulating assemblages into groups.ƬƬ Given a trial ordering of assemblages into416

groups which meet the distributional requirements for seriation, Lipo () created a pairwise sig-417

niĕcance test to determine the likelihood that an entire ordering would occur simply due to chance418

sampling. One approach would be to calculate pairwise Student’s t tests for type frequencies, but given419

the closed array of frequencies, repeated tests would rapidly lose statistical power, and there is no420

warrant to suppose that the sampling distribution of frequency differences in a seriation order are421

normally distributed. In fact, if we consider that an assemblage is a time averaged draw from the422

Ewens sampling distribution under the assumption of neutral transmission, we have every reason to423

believe that assemblage frequency differences are not normally distributed.424

us, Lipo employed a Monte Carlo resampling approach to calculating a signiĕcance value. e425

process is outlined with a single pair of assemblages in Figure A.. First, pairwise differences in fre-426

quencies are reduced to a series of directional comparisons (e.g., frequency of type  in assemblage427

A is less than the frequency of type  in assemblage B). en, using the frequencies of types as the428

ƬƬe soware is open-source, available under a Creative Commons license at http://lipolab.org/seriation.html. I
am attempting to further automate this process, but if unsuccessful I will use the existing Excel solution in my dissertation
research.
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resampling distribution, random assemblages of the same size as the original assemblage are gener-429

ated, and their type frequencies calculated. For each resampled assemblage, the directionality of type430

frequencies is tabulated. If a resampled assemblage has the same directionality of type frequencies as431

the original, a “match” is scored (see subĕgure (b) in Figure A.). If a resampled assemblage has differ-432

ent directionality for one or more types, that resample does not score a match. e signiĕcance value433

for the pairwise ordering is thus the proportion of matches seen. Lipo used  resamples of each434

assemblage to perform pairwise comparisons, given that the method is computationally intensive (or435

was, in the late ’s). e end result is the ability to examine the goodness of ĕt of any trial seriation436

to the unimodal model expected from deterministic frequency seriation.437

is method constructs seriation solution groups which meet the ordering principles (and thus438

measure heritable continuity and the Ęow of cultural traits through a set of interacting populations439

over time), and carry information about the precision and signiĕcance level of the ordering. Hereaer,440

when I use the term “seriation,” it will refer to thismethod, rather than the general universe of seriation441

techniques used by archaeologists.442

. Research Problems443

In this section, I describe ĕve speciĕc research questions that I will address for my dissertation444

research. e ĕrst four questions primarily address issues concerning the methods needed to model445

unbiased cultural transmission at the level of a regional collection of artifact assemblages described446

by stylistic, paradigmatic classes, and observed through iterative frequency seriation. e simulation447

activities and analysis necessary to answer the ĕrst four questions should yield a regional transmission448

model capable of use in my case study of ceramic evolution in the St. Francis and Memphis study449

areas; that case study comprises the ĕnal question.450

Research Question  (Adequacy of Unbiased Cultural Transmission).451

Even though individual copying behavior is heterogeneous, with individuals displaying biases of different452

strength and “direction,” these biases may cancel out when observed at the level of whole populations, par-453

ticularly when averaged over time. To what extent can archaeologists ignore models of bias from “dual-454

inheritance” theory and simply use unbiased transmission models to explain archaeological phenomena?455

If we consider a simulated population with conformism and pro-novelty bias, each with a normal456

distribution of strengths, towhat extent do population level observables such as trait richness, diversity,457

and trait lifetime depart fromunbiased expectations? Canwedetect departures fromaEwens sampling458

distribution in a heterogeneous population using the Slatkin Exact test? How do these answers vary459

with temporally aggregated observations?460

Research Question  (Behavior of Unbiased Transmission in Design Space).461

How do the quantitative descriptions of expected richness and evenness change as we observe trait transmis-462

sion through the analytic ĕlter of multi-dimensional, paradigmatic classes?463

e traits of neutral models and cultural transmission simulations are not archaeological classes,464

and we cannot test archaeological hypotheses framed in the frequencies of types or classes against465

model traits. We must observe the dynamics of trait transmission with analytic classiĕcations con-466

structed in the same manner as the archaeological classes we use for describing artifact assemblages.467





Because classiĕcations are arbitrary with respect to the actual information which was transmitted468

between individuals in the past, and are set up to answer contemporary questions at particular tem-469

poral and spatial scales, we need to be aware that quantitative variables such as richness will not be the470

same as their values in the original “trait” space. e Ewens sampling distribution (see Eqns.  and471

) allow us to predict the number of traits we will see in a sample of a given size (see Equation , in472

Section ..). What is the comparable distribution for samples of size n, given a design space with a473

speciĕc number of dimensions and modes (and thus, a speciĕc total number of classes). What is the474

relationship for the frequency spectrum in classes, rather than traits? ese questions aim to render475

the core probability distributions of the neutral model dynamically sufficient for the archaeological476

case.477

Research Question  (What Metapopulation Dynamics Cause Multiple Seriation Solutions?).478

In a metapopulation model of unbiased transmission, with variable “migration” rates, and demic coloniza-479

tion and extinction, what migration models, and what ratios of migration rate and endogeneous innovation480

lead to a group of assemblages seriating together, distinct from other groups of assemblages?481

Lipo’s iterative pairwise frequency seriation method partitions a set of assemblages into groups,482

each of which ĕts the expectations of the deterministic frequency seriation model within statistical483

tolerance limits. We understand this partitioning at a qualitative level to arise from differences in the484

degree of interaction between local communities. is research question addresses how partitioning485

of seriation solutions arises mechanistically in a spatial version of neutral theory. What kinds of popu-486

lation structures lead to partitioning of seriation solutions, and how does population structure covary487

with the endogeneous innovation rate (since innovation within a deme tends to counteract the force488

of information Ęow from other demes which is the cause of “synchronization” of class frequencies).489

Is there, for example, a “critical ratio” of migration rates to endogeneous innovation on a particular490

migration structure, below which demes cease being able to seriate together?491

Research Question  (What Drives Richness and Evenness Patterns in Seriation Solutions?).492

Seriation solution groups seem to vary in overall richness (the number of classes represented across all as-493

semblages in a solution group) and average evenness (calculated for each assemblage and then averaged).494

Do particular models of migration and population structure lead to speciĕc proĕles of richness and evenness495

within a solution group?496

Since richness and evenness are driven primarily by innovation, whether endogenous or from497

“migration,” this question asks how these variables are related to the population structures studied in498

Question . Are particular combinations of richness and evenness associated with speciĕc models of499

migration, for example, such as clustering, or isolation by distance effects?500

Research Question  (Accounting for Differences in PFG Seriation Solutions).501

Given modeled relationships between seriation solution groups and interaction structure, which speciĕc502

models of unbiased transmission in a regional metapopulation best account for each solution group in the503

PFG case study?504

In existing seriation solutions, we see difference both in the spatial scope (and number of assem-505

blages) present in solutions, and the mean richness and evenness of class frequencies in those solution506

groups. Which models have the maximum likelihood of describing the migration matrix structure507

(i.e., interaction structure) and innovation rates which lead to the seriation descriptions for groups of508

PFG assemblages in the Lower Mississippi River valley study area?509
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. Research Methods510

.. Computational Modeling511

In this section, I describe the construction and veriĕcation of a computational or simulationmodel512

designed to address the research questions outlined above. Following this, I describe simulation ex-513

periments designed to answer the ĕrst four research questions, before turning to analyses of my Mis-514

sissippi River valley case study.515

... Model Construction516

In this research, I employ a “forward-time” approach to computational modeling of unbiased517

cultural transmission, by contrast to most modeling in theoretical population genetics today, which518

employs the coalescent or “backward-time” approach (Kingman ; Durrett ; Wakeley ).519

In archaeological research, we are interested in the entire distribution of variants which transmitted520

through the population, samples of which may be deposited and become part of the archaeological521

record regardless of which variants ultimately leave descendants in later generations. Forward-time522

approaches evolve a population in steps, applying rules for the generation of variation, copying be-523

tween individuals, innovation, and sometimes population dynamics.Ƭƭ Several well-tested forward-524

time population genetic frameworks exist, including a very Ęexible framework called simuPOP (Peng525

et al. ; Peng and Kimmel ).526

In this research, I employ a framework written by the author speciĕcally for cultural transmission527

simulations. is project calls for integrating computation models of archaeological classiĕcation and528

seriation, which require code beyond that supplied by population genetics frameworks. My simula-529

tion codebase is called TransmissionFramework, and is available as open-source soware.ƬƮ Trans-530

missionFramework runs on any platform capable of supporting a Java .+ runtime, with optional531

scripts requiring Ruby .+.532

At the current time, TransmissionFramework already implements the WF-IA model for single533

populations, as described in Section .., and possesses framework code for implementing struc-534

tured and metapopulation models with migration or transmission between demes. It also has imple-535

mentations of conformist and anti-conformist (or “pro-novelty”) bias, and an implementation of the536

continuous-time unbiased Moran model, which describes copying with overlapping generations.537

Several features need to be implemented for my dissertation research, however, in order to tackle538

the research questions outlined in the previous section. In Appendix A, I describe the features, and539

note the development status of each at the time of writing. ose already present in the Transmission-540

Framework codebase in skeletal or partial form are noted, as are those which remain to be designed541

and implemented. In the next two subsections, I describe how I currently intend to implement clas-542

siĕcation and metapopulations in the computational model, since the implementations must match543

our expectations from scientiĕc models and classiĕcatory practice in archaeology.544

... Simulating Archaeological Classiĕcation545

Currently, TransmissionFramework like most cultural transmission simulations has a single rep-546

resentation of cultural variants, and all counts and frequencies tracked have “traits” as the unit of both547

ƬƭForward-time approaches are not necessarily equivalent to “agent-based models,” but ABM techniques are useful in
implementing forward-time models.

ƬƮTransmissionFramework can be downloaded or the code examined at http://github.com/mmadsen/

TransmissionFramework.
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transmission and observation. e framework is Ęexible enough, however, to “observe” other units548

which are functions of traits. I will implement paradigmatic classiĕcation (with multiple hierarchical549

levels) given this capability.550

In the abstract, a paradigmatic classiĕcation is a set of dimensions along which variation can oc-551

cur, split into modes or attributes which describe discrete portions of the variability in that dimension552

(Dunnell ). e classiĕcation itself is constructed by intersecting each dimension, to form their553

combinations (Figure A.). Formally, the set of classes is the discrete product space of the dimensions.554

In a real classiĕcation used by archaeologists, each dimension and all of the modes would possess de-555

tailed deĕnitions called signiĕcata, with each class thus possessing a necessary and sufficient deĕnition556

for membership. In the abstract formal version described here, since I want to understand the quanti-557

tative effects of observing trait transmission through a classiĕcatory ĕlter of given dimensionality and558

granularity, deĕnitions with archaeological content for classes are omitted from the simulation model.559

A classiĕcationmodel comprises (a) A set of traits which form the actual transmitted information, and560

where copying and innovation occurs. (b) Some number of observational dimensions, each speciĕed561

by some number of attributes, and (c) A mapping which describes how traits are assigned to dimen-562

sions and modes for observation .563

e mapping described in the third step is thus the analog of the signiĕcata for classes. Part of my564

dissertation research will involve ĕnding good ways of specifying this mapping. At this point I have565

an initial proposal:566

• Traits belong to a TraitDimension, which collects all of the variants (which are potentially inĕ-567

nite in the WF-IA model) which can occur in a particular chunk of the physical world.568

• Traits are represented by real numbers in the interval [0, 1], providing a potentially inĕnite num-569

ber of innovations in any area of design space.570

• Innovations occur at the normal rate (θ) for the WF-IA model, and are implemented for a focal571

trait by selecting a randompointwithin [0, 1] which is unoccupied (additional decimal precision572

can always be used to ensure that an innovation is new and unique).573

• ClassDimensionsmap to TraitDimensions, since problem orientation in archaeological analysis574

should oen yield dimensions of variability that are constrained enough by the physics and575

chemistry of construction processes to be space-like and invariant.Ƭ⁴576

• ClassModes are arbitrary partitions of the unit interval for each ClassDimension, however, to577

reĘect the arbitrary nature of analytic classiĕcation with respect to the culturally transmitted578

information we model.579

• ObservationClasses are then the product space of intersecting ClassDimensions together, with580

each ObservationClass representing a combination of ClassModes from the ClassDimension581

set.582

Ƭ⁴is is one aspect of this protocol that I ĕnd potentially problematic. In analyzing stylistic variation, this may be a
reasonable approach, but in functional contexts, the relationship of multiple sets of ClassDimensions to TraitDimensions
may be important to analyze, since we oen cannot predict which sets of space-like engineering relationships constrained
variation in artifact form. I am open to the notion that this will need to be done for stylistic decoration, but will begin by
assuming a simpler link between the two.
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• Hierarchical classiĕcation, if desired, is accomplished by grouping lower-level ClassModes to-583

gether into sets, and amalgamating any counts or frequencies they store.584

is scheme, although abstract, should fulĕll the intent of separating unobservable cultural in-585

formation which is the subject of actual transmsision, from the observational units we construct to586

measure it. is scheme allows us to measure the effect of changing the “level” of classiĕcation (i.e.,587

the number of dimensions and granularity of modes), as well as examining the effect of different ways588

of slicing up a given dimension upon our statistical analyses (by choosing different non-overlapping589

partitions of the unit interval comprising a ClassDimension).590

is is depicted in a schematic graphical form in Figure A., to demonstrate how this scheme591

interacts with a new innovation. A dimension of transmitted variability (i.e., the unobservable cultural592

traits which were actually passed between individuals in the past) is depicted as the unit interval [0, 1],593

with existing traits as small arrows occupying points on the line. Two archaeological dimensions (for594

simplicity of depiction, other dimensions in a classiĕcation have been suppressed) are shown, with595

one dimension nested hierarchically inside a second, providing two levels of resolution. For each596

dimension, mode boundaries are shown, created normally by the mode deĕnitions. Blue numerals597

indicate the counts of traits which map to the modes in each dimension. In the bottom two blocks, I598

show alternative scenarios for an innovation occurring on top of the state shown above.599

In the bottom two blocks, an innovation event occurs, and a new trait is created some distance600

away from the original trait held by an individual, with the individual then carrying the trait. ere601

are two possible outcomes for this innovation event, since themapping of the new trait to classiĕcatory602

modes is arbitrary with respect to the random selection of location for the new trait.603

In Time A, the innovation places it in a different mode, thus incrementing the count for the604

adjacent mode in both levels of the dimension hierarchy, and decrementing counts for the existing605

mode. In Time B, the innovation remains within the same mode, and the existing mode’s counts stay606

unchanged. Since our classiĕcations are chosen with dimensionality and mode “granularity” which is607

arbitrary with respect to the innovation process being modeled, some innovations may be visible as608

changes in counts of archaeological classes, and others will not. e innovation shown in the Time A609

scenario alters archaeological class counts; the innovation shown in Time B does not.610

is method of representing paradigmatic classiĕcation and separating evolving traits from their611

observational statistics also allows future experimentation with different models of innovation, par-612

ticularly those involving perceptual and copying error (Eerkens and Lipo ). It would also allow613

easy representation of opinion dynamics models from economics and sociophysics, such as the Def-614

fuant model whereby individuals with different traits “compromise” by choosing traits that are “closer615

together” with some probability (Deffuant et al. ; Fortunato ; Deffuant ; Stauffer and616

Meyer-Ortmanns ; Deffuant et al. , ; Stauffer et al. ).Ƭ⁵617

... Implementing Metapopulation Cultural Transmission618

Implementingmultiple population ormetapopulationmodels inTransmissionFramework ismostly619

complete. Individual agents in the framework may be tagged with identiĕers which allow any statistic620

to bemeasured for the subset of agents holding that identiĕer. An examplemight be ”Deme ” as a tag,621

in which case trait counts are calculated not only for the entire population, but separately for Deme622

Ƭ⁵In fact, my choice of the unit interval as the underlying trait space is derived from the Deffuant model.
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. Agents can have any number of tags, and tags can be changed. e latter feature allows easy imple-623

mentation of permanent or temporary migration, by switching ”Deme ” for ”Deme ” and, possibly,624

back again.625

What remains to be implemented is the modeling of a process for creating new demes and having626

existing demes go extinct. ere are two requirements. First, it should be possible to speciĕc a proba-627

bility distribution governing deme lifetime and deme birth rate, and allow random conĕgurations to628

unfold across many simulation runs. is allows the study and statistical analysis of transmission in629

evolving metapopulations in the abstract. Second, it should also be possible to provide a conĕguration630

for a metapopulation, with a speciĕc number of demes, and an order of occupation and deme dura-631

tions. is will allow representing particular empirical cases, such as assemblages from the PFG case632

study, so that we can analyze the properties of transmission across a speciĕc region.633

Finally, new demes should be populated by colonization from existing demes, and it should be634

possible to specify different models for this colonization. Slatkin () distinguished between two635

extremes: a “migrant-pool” model whereby colonists for a new deme are drawn randomly from the636

whole metapopulation, and a “propagule pool” model, where colonists are chosen from a single extant637

deme in the population. e migrant-pool model will allow creation of island model scenarios useful638

for testing, while the propagule-pool model allows the modeling of more realistic empirical scenarios639

where settlements are derived from known sources, given historical continuity of artifact classes.640

.. Model Veriĕcation641

Simulation modeling plays an increasingly important role in scientiĕc inquiry, to the extent that642

computational science is now recognized as a third branch of physics, along with the pre-existing643

theoretical and experimental branches (Landau and Binder ). Indeed, as theory becomes more644

complex and realistic, we oen cannot directly solve theoretical models and derive predictions that645

should be measurable by experiment. Computational science sits between theory and experiment,646

allowing us to understand the behavior and dynamics of complex theoretical models, and calculate647

predictions that can be used for experiment or hypothesis testing.648

Computational models, whether they implement agent-based simulations, or Monte Carlo meth-649

ods to solve systems of equations, are complex entities, subject to many sources of error. Models650

differ both from theory and from the real world in many respects. We oen use simpliĕcations of the-651

ory in order to make computations tractable. For example, my Research Question  essentially asks652

whether archaeologists need to use complex, heterogeneous models of transmission bias, or whether653

a simpliĕed unbiased approximation is adequate given the typical spatiotemporal scale of analysis in654

archaeology. We oen face difficulties in measuring model parameters. More fundamentally, com-655

putational models differ from reality because researchers select a subset of phenomena that form our656

research questions, and ignore many interactions and effects which are not of immediate interest.657

Beyond science-based issues with computational models, the soware which implements a com-658

putational model is oen complex and composed of many modules, and oen large amounts of ex-659

ternal library code. It is thus important that scientiĕc research employing a computational model be660

designed in such a way that the soware codes be assessed, tested, and the results of such analysis661

documented. e extent to which simulations in archaeology are well-tested is unclear. For example,662

in a recent book (van der Leeuw and Kohler ), there are no entries for “testing” or “validation” in663

the index, and none of the chapters which employ computational models describe how the codes were664
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tested or assessed.Ƭ⁶ Furthermore, archaeological publications employing simulation models rarely665

describe the actual computational model in enough detail to understand its construction or function-666

ing, although some authorsmake the code available upon request (while others do not, including some667

of the most well-known models).668

e problem of assessing the quality of computational models is important enough that the De-669

partment of Energy and the Air Force Office of Scientiĕc Research requested that the National Re-670

searchCouncil study the foundations of veriĕcation, validation, anduncertainty quantiĕcation (VVUQ)671

activities for computational models in science and engineering. eir dra report forms the basis of672

my approach to veriĕcation and uncertainty analysis in this research (Committee on Mathematical673

Foundations of Veriĕcation et al. ).Ƭ⁷674

Veriĕcation answers the question, “how accurately does a computational model solve the underly-675

ing equations of a theory for the observable quantities of interest.” In amore general sense, veriĕcation676

addresses how well a computational system reĘects the conceptual model an investigator has in mind,677

but in this research I employ the NRC’s mathematically-oriented deĕnition since it provides a clear678

way to determine whether a model has been veriĕed for the purposes at hand. A key recommenda-679

tion from the NRC report is to employ a layered strategy to verify complex, multi-scale computational680

models. In this research, I address veriĕcation at two scales: veriĕcation of the dynamics of unbiased681

transmission within a single population, and veriĕcation of the dynamics within and between demes682

in a metapopulation.683

... Veriĕcation of Single-Population Unbiased Transmission684

TransmissionFramework is constructed to be easily testable, in order to verify its functionality as685

new models are constructed or features added. Unit tests (or code veriĕcation) are a “best practice”686

from soware engineering that bundle integral soware tests with the actual simulation code, to verify687

that code acts as expected. An example from the current version of TransmissionFramework is a688

test which automates the following sequence: (a) Construct a dimension with eight traits or modes;689

(b) Construct  agents, and have each agent adopt one of the traits in different proportions; (c) Verify690

that the total of trait counts across all traits at the end of all adoption events is . Other tests verify691

different aspects of the code base, and taken together, unit tests provide a means of ensuring that the692

low-level operations which compose a computational model are performing as speciĕed.693

Solution veriĕcation begins where unit tests end, and are oen called “functional tests” in so-694

ware engineering, since they verify the proper functioning of a system from end to end: given known695

inputs, does the system yield known good outputs? For unbiased transmission in a single popula-696

tion, I veriĕed a key observable quantity in the well-mixed Wright-Fisher inĕnite-alleles model within697

TransmissionFramework.698

e number of variants expected Kn in a sample of size n is a good test of the proper functioning699

of a copying model because for a computational model to report a correct distribution of values for700

Kn, both the copying rules and innovation rules in the model must be functioning correctly, and be701

called in the correct proportions per unit time. Ewens (, Eq. .) gives the full distribution of702

Ƭ⁶is is not to say that the book chapters are not valuable contributions to archaeology. I chose this example because it
reports upon simulation projects which represent the state-of-the-art in contemporary archaeology.

Ƭ⁷e NRC co-chair told me that the original charter for their analysis of computational modeling included the social
sciences and especially economics, but that the committee could not ĕnd enough consistency or even examples of quality
assessment to make a useful study (Adams, personal communication, April ).
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Kn as:703

P(Kn = k) =
|Skn|θk

θ(n)
()

is distribution is difficult to use directly, so an approximation is usually required.Ƭ⁸ Using the704

frequency spectrum of the WF-IA, Ewens (, Eq. .) gives the expected value ofKn for a speciĕc705

θ value:706

E(Kn) =
∫ 1
0

(
1 − (1 − x)n) θ

x
(1 − x)θ−1dx ()

I performed multiple simulation runs at θ values ranging from  to , for  generations in707

a simulated population of  individuals. Each parameter combination was represented by  sim-708

ulation runs. e initial transient behavior of the model is discarded from data analysis by skipping709

the ĕrst  generations, given the mixing time analysis by Watkins (). At each time step in a710

simulation run, the simulator took a sample of  individuals and tabulated the traits held by those711

individuals, and recorded the value of Kn. is yielded , samples of Kn across across validation712

runs. For each value of θ, I calculated th mean and standard deviation of Kn values.713

Using Mathematica . with MathStatica . installed, I then calculated expected values for each714

θ level used in simulation, employing Equation (). Table A. compares the expected values with the715

distribution of simulated values. In all cases, the analytical results are extremely close to the observed716

meanKn values from simulation, and certainly well within  standard deviation. At least from the per-717

spective of Kn as a model observable, TransmissionFramework properly implements the well-mixed718

Wright-Fisher inĕnite-alleles model. Additional observable quantities may require veriĕcation during719

my dissertation research, and I will follow the same approach outlined here.720

... Veriĕcation of Metapopulation Transmission721

Verifying the metapopulation implementation in TransmissionFramework builds upon the prior722

veriĕcation of unbiased transmission in a single population, as recommended by the Committee on723

Mathematical Foundations of Veriĕcation et al. (). I propose to verify the implementation using724

the simplest structure: the symmetric well-mixed island model (Figure A., Model A).725

Equation  isWright’s classic relationship describing the proportionality of trait diversity tomigra-726

tion rates between populations in the islandmodel. AsWhitlock andMcCauley (), describe, there727

are good reasons not to assume that Fst can be used to estimate migration rates in real populations.728

But for veriĕcation purposes, since we can construct a “perfect” island model with exactly equal mi-729

gration rates and known population sizes, estimation of Fst from samples taken from an island model730

simulation will be a good test of the correctness of both the migration code, and its interaction with731

the underlying Wright-Fisher inĕnite-alleles process occuring in each subpopulation. Holsinger and732

Weir () andWeir andHill () describe several methods of estimating F-statistics from discrete733

genetic data, including the method of moments, which appears adequate for veriĕcation.734

e approach will be the same as veriĕcation of the single-population simulation code. Simulation735

runs will be performed on a  population island model (a reasonable number of subpopulations736

Ƭ⁸MathStatica . running in Mathematica . is able to work with the distribution numerically, but cannot provide sym-
bolic solutions for moments. Given the rising factorial, it is computationally expensive to calculate values from Eq. () for
large values of θ and n.
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helps ensure good estimates of variance between demes), with a range of migration rates, and a known737

innovation rate and population size per deme. Comparison of expected and observed Fst values will738

serve as the veriĕcation test.739

It is also important to verify the diachronic aspects of deme creation and extinction. To do this740

easily, I propose to construct a simple metapopulation model with deme creation and extinction cy-741

cles in both TransmissionFramework and using simuPOP (Peng et al. ; Peng and Kimmel ),742

and compare multiple simulation runs with the same set of parameters. is type of “cross-validation”743

is not as strong as comparing code to analytic predictions, but if TransmissionFramework passes the744

previously described veriĕcation tests, as well as cross-validation with simuPOP, I will have strong745

conĕdence that the computational model correctly implements the models being studied in this re-746

search.747

.. Model Fitting and Analytic Methods748

Within archaeology, the ĕt of cultural transmission models to archaeological data is usually done749

through construction of a hypothesis test, comparing a test statistic to a theoretical distribution. Most750

frequently, the neutral or unbiased transmission model is employed as a “null model” or “null hy-751

pothesis,” and rejection ofH0 is considered evidence against neutrality and evidence for an alternative752

model, frequently involving biased transmission (e.g., conformism). e use of the null hypothesis753

testing (NHT) framework is standard in archaeological research, taught universally to students, and is754

reinforced by its use in statistical tests borrowed from theoretical population genetics, such as Slatkin755

()’s neutrality test.Ƭ⁹ Despite its ubiquity, NHT has several drawbacks for applications of cultural756

transmission models in archaeology.757

First, we have no true “null models.” Although many authors have used neutral theory as a “null758

model,” it is not a true null hypothesis. e nature of a good null hypothesis is to describe the “no ef-759

fect” or “by chance alone” case, against which we can detect a departure from such conditions through760

the determination of the tail probabilities of observed data. Researchers have tended to confuse the761

stochastic nature of “dri” in ĕnite populations, and the unbiased nature of neutral cultural transmis-762

sion with a hypothesis of “no effect.” Unbiased models of cultural transmission are, instead, complex763

models of a speciĕc form of copying and diffusion within a population. e Wright-Fisher inĕnite-764

alleles model has different quantitative characteristics, for example, than aWright-Fishermodel which765

describes evolution among a ĕxed set of alleles (usually referred to as “k-alleles” models). Der et al.766

() show that by modifying the third and higher moments of the Wright-Fisher process, the stan-767

dard neutral model yields a variety of population processes which differ in their copying rules, and768

thus in observable predictions such as expected time to ĕxation or loss of alleles, without affecting the769

neutrality of alleles or dri given ĕnite population size.770

Archaeologists employing the “neutral model” have tended to ignore the great diversity which ex-771

ists among models in mathematical population genetics, focusing only upon one expression of neutral772

evolution: the neutral well-mixed Wright-Fisher inĕnite-alleles model (described above), as brought773

into archaeology by Neiman (). us, even if we treated WF-IA as the our “standard” null model774

Ƭ⁹Hypothesis testing really comes in two forms: Neyman-Pearson theory, in which two substantive hypotheses are evalu-
ated in a decision-theoretic procedure to select the hypothesis better supported by data, and Fisherian “signiĕcance testing,”
in which a null hypothesis is examined for evidence of a signiĕcant departure from expectations. ere are important dif-
ferences between the two methodologies, to the point that Royall () considers them separate statistical paradigms. For
my purposes here, both types of procedure share the same limitations.
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in cultural transmission studies, it is evident that its rejection in speciĕc cases cannot be interpreted775

as strong evidence that our data do not result from other kinds of neutral or unbiased processes. Se-776

lecting and ĕtting an appropriate neutral model to an empirical data set is not as simple as failing to777

match a theoretical frequency distribution, as Steele et al. () argue.778

Second, too frequently we perform hypothesis tests on what amount to single data points, rather779

than sampling distributions of observations. Consider the use of Slatkin exact tests by Steele et al.780

(). Even though the two ceramic assemblages employed have good sample sizes (n = 1392 and781

n = 2061), the Slatkin test treats each assemblage as a single data point. e test determines the tail782

probability of an observed set of class counts, given the Ewens Sampling Distribution (Equation ).783

If we set α = 0.05 for our hypothesis test, we get a rejection region equal to the most extreme .784

percent of each tail. But a neutral WF-IA process will, occasionally, generate conĕgurations that occur785

in this rejection region. is is easily veriĕable by simulating WF-IA and tabulating the frequency786

with which Slatkin’s test program returns a result p < 0.025 or p > 0.0975 (Madsen ). When we787

run a Slatkin test on a single assemblage, a rejection of the null hypothesis could mean that our sample788

was generated by a biased transmission process, or simply that it was one of the rare conĕgurations of789

traits that are still possible under neutrality.790

Granted, such Type I errors would only occur in our analyses rarely, but when they do, our inter-791

pretations of the test results will be incorrect. Can we do better within the hypothesis testing frame-792

work? Yes, by measuring the sampling distribution of Slatkin test results over many independent793

samples of class counts. If an overwhelming percentage of our test results are indicative of neutrality,794

that constitutes strong evidence that an unbiased transmission process was involved in generating our795

samples, even if a few samples fall into the rejection region. is approach is difficult in practice, since796

it either requires us to create sampling strategies during ĕeld recovery to recollect or resample areas,797

or it requires bootstrap sampling of a single large assemblage to examine neutrality tests on many sub-798

sets of the data.ƭ⁰ e latter approach has not been employed to date by archaeologists interested in799

cultural transmission models.ƭƬ800

ere are certainly ways to remedy the faults of the NHT approach for cultural transmission mod-801

eling, without abandoning the statistical methods commonly used by archaeologists. But in addition802

to being difficult and potentially expensive in many situations, NHT and hypothesis testing in general803

were designed for assessing the results of experiments, not uncontrolled observations. Ultimately, hy-804

pothesis testing is a highly useful set of statistical methods for situations in which a generating process805

is well understood, data collection well controlled and randomized, and where we can specify a “true806

null” of no effects, against we can test for departures. Such conditions rarely obtain in archaeology,807

and certainly not in the ĕtting and evaluation of complex cultural transmission models to real data.808

... Strength of Evidence and Model Selection809

e alternative to hypothesis testing is an “evidentiary” or “strength of evidence” approach, in810

which the central task is to evaluate the degree to which data provide weak or strong evidence with811

regard to a suite of statistical models, each derived from a scientiĕc (or “process”) model (Anderson812

ƭ⁰e latter strategy is obviously all one could do in analyzing previously published data, as much of the cultural trans-
mission literature in archaeology has done. Even then, access to detailed rather than summary data is usually needed.

ƭƬI have not systematically explored whether this bootstrap approach will work well while retaining statistical power.
TransmissionFramework is currently able to generate arbitrary Slatkin exact test samples from snapshots of the evolving
population, so it would be relatively easy to test this conjecture. I have not proposed to do so here because it is tangential to
my main research questions, but I may return to this in a conference paper.
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; Royall ; Taper and Lele ). I propose to follow the procedures described by Burnham813

and Anderson (), based upon the information-theoretic approach advocated by (Edwards ;814

Royall ), and implementing Akaike’s modiĕcations of the likelihood ratio test (Akaike , ;815

Bozdogan ).ƭƭ In what follows I outline how AIC model selection will be used to address my816

research questions.817

e ĕrst step is formulation of one or more scientiĕc models we wish to assess as possible explana-818

tions for the variation seen in a data set. For example, in Research Question , the scientiĕc model is819

the WF-IA model of unbiased copying, combined with a formal model of paradigmatic classiĕcation820

as employed by archaeologists. e research question asks about the statistical behavior of diversity821

measures for transmitted variation, when that variation is viewed through paradigmatic classes. Re-822

sponse variables would thus involve measures of class richness and evenness, calculated using counts823

of paradigmatic classes which are used to observe the underlying traits being transmitted in the sim-824

ulation model.825

e second step is then to formulate statistical models of the relationship between the response826

variables and scientiĕc model parameters. In general, there should be multiple candidate models to827

describe this statistical relationship, because the point of model selection is to assess the strength of ev-828

idence our data provide for our statistical models, relative to other possible models. In order to evaluate829

these statistical models and select the best one given our data, we ĕrst ĕt each statistical model to the830

data derived from the analysis of the dynamics of our process model. In the above example, statistical831

models would attempt to infer the response variables from predictors such as the dimensionality of832

the classiĕcation and innovation rate of the transmission process. For each statistical model, maxi-833

mum likelihood estimates (MLE) of statistical model parameters or regression coefficients need to be834

estimated (θ̂i, where i refers to the ith model in our statistical model set). Conceptually, the result of835

this step is an estimate of the likelihood of the parameter vector for each statistical model, given a data836

set: L(θ̂i | data,modeli).837

Given these estimates, we can then calculate the Akaike Information Criterion (AIC) for each838

model (Akaike , ; Bozdogan ), given the parameter estimates and data. AIC is a wholly839

relativemeasure of the expected information loss in using eachmodel to predict the data, given theMLE840

parameters. Despite being based upon the Kullback-Leibler divergence between a “true model” and841

an estimated model, AIC is not an absolute measure of model quality or ĕt, because we cannot know842

the “true model” in most circumstances. Instead, when we compare AIC values between models in a843

set, the unknown constant representing the true model’s information drops out and we are le with844

relative comparisons. AIC is composed of two terms. e ĕrst is the likelihood function of the model845

itself, given the data. e second term recognizes that more complex models, especially when nested,846

will always “improve” the ĕt of a model to speciĕc data points, thus causing overĕtting. Since we wish847

to minimize generalization error, and ĕt models which will be good at predicting many data sets, we848

seek to minimize ĕtting models to the noise or stochastic error components of our data. e second849

term in AIC (and most other model selection criteria) is thus a penalty term for the number of model850

parameters.851

In practice, AICc is most frequently used, since it adds a correction to the penalty term for sample852

size, and thus is useful with small samples, and is asymptotically equivalent to AIC when sample size853

ƭƭOther model selection procedures exist, including k-fold cross-validation, but most model selection criteria have been
shown to be asymptotically equivalent to AIC except in speciĕc circumstances (Rao et al. ; Stone ).





is large (Hurvich and Tsai ). AICc is deĕned as:854

AICc(i) = −2log(L(θ̂i)) + 2K(
n

n − K − 1 ) ()

for model i, where k is the number of model parameters, and n is the sample size for the dataset.855

For the set of ĕtted models, the resulting set of AICc values can be compared (on an interval, not856

ratio scale) to make model selection decisions. A simple method is to ĕnd the minimum AICc value,857

and compute differences between this “best model” and the values for other models (Δi). e larger858

the Δi value, the less plausible it is that the model in question is a good model for the data as judged by859

its Kullback-Leibler divergence. Particularly for nested models, there are some simple rules of thumb,860

given by (Burnham and Anderson ). Δi values between  and  indicate substantial empirical861

support for a given model, while values greater than - indicate very little support.862

e likelihood of a model, given the data, relative to other models, is given by:863

L(modeli | data) ∝ exp(−1
2
Δi) ()

We can then normalize the model weights to form model probabilities or “Akaike weights,” from864

which we can calculate the relative strength of evidence of two models.865

wi =
exp(− 12Δi)∑R
r=1 exp(− 12Δr)

()

where R is the number of statistical models in our comparison set. Conceptually, we have turned the866

likelihood of model parameters, given the data, into the likelihood of a model: L(modeli | data, θ̂i).867

e reason for the rules of thumb described above can be seen by examining the ratio of a model’s868

probability compared to the probability of the best model. For example, a model with a Δi = 4 has a869

. to  likelihood compared to the best model. In other words, the best model is . times as likely to870

be a good empirical ĕt to the data as the model in question. Such evidence ratios decline swily with871

AICc differences. A model with Δi = 20 has , to  odds of being the best model. In practice, we872

should give serious consideration to models with Δi values between  and , and even up to  if the873

data are particularly noisy. We should do so because even if our best model is . times more likely874

than the next best model, we can easily imagine collecting more or different data, and having this gap875

narrow or the ranking of models change. On the other hand, it is highly unlikely that a model ,876

times worse than our current best model would improve its ranking no matter how much data we877

collect. We would thus discard models with values over  from further consideration.878

Returning to the example of Research Question , the results of this process are a ranking of statis-879

tical models, describing the relationship between diversity measures and the key parameters of trans-880

mission models. is relationship is the answer to the research question. In some cases, it might be881

extremely difficult to decide between several models (say, if the Δi value is between -). In analyzing882

empirical situations, we might want to keep a number of models, and use model averaging when we883

make predictions or inferences (Burnham and Anderson ). In situations where we are analyzing884

simulated data from theoretical models, this kind of outcome signals the need for additional modeling885

work to understand the best functional form for the relationship between variables.886

Analysis for the datasets comprising my case study will proceed as above. e analysis will involve887

selecting the “best statistical models” for each of the process models I seek to distinguish in the case of888

LMV ceramic seriation solutions. e set of these best statistical models then becomes the candidate889
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model set for ĕtting to LMV seriation solution data (size distribution of solution clusters, richness and890

evenness within seriations). e process is repeated with parameter estimation and AICc calculation891

to answer the research question posed in my case study.892

. Simulation Experiments: Research Questions -893

eĕrst four research questions lay the groundwork for employing iterative frequency seriation as894

an observational method for ĕtting regional-scale transmission models to archaeological data. Each895

of the questions also addresses a speciĕc theoretical or methodological issue, using the computational896

model outlined above as a common toolkit. Each question has standalone value apart from their im-897

portance in my dissertation. I plan to prepare journal articles addressing research questions -, and898

submit them to appropriate journals as the results from each question are available. Further, I ask899

my committee and chair for permission to embed those articles in the dissertation dra as chapters.900

ese articles along with literature review, analysis and justiĕcation ofmethods and the computational901

model, and the case study from the PFG study area, will comprise the full dissertation dra.902

.. Question : Adequacy of Unbiased Cultural Transmission903

e ĕrst research question is wholly theoretical, and addresses whether archaeologists need to904

employ detailed models of individual-scale transmission rules in order to explain archaeological data,905

particularly at and above the assemblage scale. e alternative hypothesis, which I propose here, is that906

although we know individual humans display various transmission biases (e.g., Boyd and Richerson907

; Henrich and Gil-White ; Henrich ; Henrich and Boyd ), in a population heteroge-908

neous for these rules, the statistical properties of social learning will converge at a population level to909

appear unbiased. is hypothesis is also a possible explanation for why Bentley’s recent work on con-910

temporary data sets (some of which I have collaborated upon), ĕt some of the expectations of random911

copying, even though we know modern individuals oen display various transmission biases(Hahn912

and Bentley ; Herzog et al. ; Bentley , ; Bentley et al. a, ).913

I propose a simple experiment. TransmissionFramework already has implementations of con-914

formist and pro-novelty bias, and agents can have heterogeneous copying (and innovation) rules. If the915

alternative hypothesis is correct, then heterogeneous populations which are mixtures of conformism916

and pro-novelty bias will display population-level outcomes for trait richness and evenness that ĕt the917

expectations of a comparable neutral model. e degree to which this is true will likely depend upon918

the relative strengths of conformist and pro-novelty bias, and the relative proportion of each strategy919

in the population. us, the desired outcome of this analysis is a “phase diagram” displaying the region920

of parameter space in which heterogenous populations have unbiased population-level outcomes.921

e results of this research question are relevant both to archaeologists and other social scientists922

who currently employ dual-inheritance theory or models of transmission bias. us, I will seek publi-923

cation in a general purpose anthropology journal, or a journal widely read by those studying cultural924

transmission across several disciplines, such as Journal of eoretical Biology.925

.. Question : Behavior of Unbiased Transmission in Design Space926

e second research question asks how the statistical properties of unbiased cultural transmission,927

and speciĕcally the WF-IA neutral model, can be measured when trait evolution is observed through928

analytic classiĕcations of the kind used in archaeology. Since the analyst controls the construction929

of a classiĕcation independent of the information which was transmitted, the statistical measures we930
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typically examine for transmission models, will necessarily be transformed into functions of the di-931

mensionality and granularity of the classiĕcation.932

I propose to address research question  by the following simulation protocol:933

. Construct a set of dimensions for observation, with at least ĕve nested hierarchical levels. Few934

archaeological studies have employed more than two, or three at the extreme, but if our goal935

is to understand how the mean and variance of quantitative variables, such as class richness,936

scale with the dimensionality of a classiĕcation, a larger number of dimensions is necessary to937

understand whether scaling is linear or nonlinear, for example.938

. Construct several alternative sets of modes or attributes for each dimension, as arbitrary parti-939

tions of the unit interval. Each dimension should be cut into , , , and  modes, and for each940

level of mode granularity, at least eight different partition sets will be generated.941

. Each set of underlying parameters for the WF-IA model (population size, innovation rate) will942

be replicated  times for each conĕguration of the observational classiĕcation.943

. For each run, aer the simulation reaches equilibrium (i.e., the number of “generations” spec-944

iĕed by the mixing time analysis by Watkins ), samples of both traits and observational945

classes of size , , , and  will be taken at intervals using the time-averaging protocol946

described in Madsen ().947

. Given the analysis in Madsen (), there seems to be two regions of behavior for the neutral948

WF-IAmodel: very small innovation rates, with θ < 1.0where copying dominates the dynamics949

of trait frequencies, and intermediate to high innovation rates, with θ > 1.0 where innovation950

pressure dominates trait frequencies. A set of innovation rates will be chosen to cover these re-951

gions, but fewer values than employed in my recent analysis, where many of the θ levels showed952

little difference in dynamics.953

Samples will be post-processed to describe the distribution of richnessKn and evenness values (us-954

ing a normalized version of the tfmeasure employed byNeiman (), called the “index of qualitative955

variation” or IQV (Wilcox ) and given by:956

IQV = (
k
k − 1 )(1 −

k∑
i=1
p2i ) ()

Given these data, I will formulate a candidate set of statistical models with richness and evenness957

as measured by the simulated classiĕcations, as response variables, and predictor variables including958

the size of the design space (i.e., number of classes, or simply dimensionality of the classiĕcation), and959

the parameters which drove the neutral WF-IA model (i.e., innovation rate). e best model will be960

chosen using the model selection approach described in detail in Section ..961

Although this is a stepping stone towards understanding the linkage between seriation solution962

groups (and how seriation solutions vary with respect to such statistics given different underlying963

transmissionmodels), the results will also help us understand whether estimation of demographic his-964

tory from cultural transmission models has a dynamically sufficient basis, or suffers from too much965

equiĕnality to be useful. I strongly suspect that it does not, and that estimates of θ, even in relative966
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terms, cannot tell us much about population history (a view which is supported by the work of My-967

ers et al.  from a different perspective), but demonstrating this deĕnitively in the archaeological968

context will be a useful side-effect of the experiment.969

Question  is purely of interest to archaeologists, and I plan to seek publication in a venue which970

regularly publishes articles on theory and method, such as the Journal of Archaeological Method and971

eory.972

.. Question : What Metapopulation Dynamics Cause Multiple Seriation Solutions?973

e third research question asks how regional variation in population structure and information974

Ęow within a transmission process results in seriation solutions which are partitioned into sets, as oc-975

curs in the case study. e ĕrst step in analyzing this question is to constrain the notion of “population976

structure” and migration matrices to be studied, since there are an inĕnite set of possible structures977

one could study.978

Several disciplines have studied “spreading” or diffusion processes on structures which approxi-979

mate Figure A.,Model B. Epidemiology and studies of information spreading on social networks have980

yielded a large body of literature on the effects of spatial structure on diffusion processes.ƭƮ. For my981

purposes, the results suggest that several factors matter in changing the ease with which information982

Ęows within a structured population:983

. e presence of absence of long-distance dispersal or connections;984

. e number of strong connections between subpopulations; alternatively, the “average degree”985

in a social network graph;986

. e presence of clustering among subpopulations, both spatially and in connections andmigra-987

tion Ęows.988

Simple models of these factors are show in Figure A., where “connections” indicate regular in-989

formation Ęow and copying between at least some individuals in those demes. In Model , demes are990

connected to their spatial neighbors, but also possess long-distance links to demes whichmight not be991

neighbors. Model  is the opposite, with demes are connected only to spatial neighbors. Model  is the992

same as Model , but with much sparser connections among spatial neighbors. Model  introduces993

clustering of migration connections, such that there is constrained information Ęow among demes.994

But these simple models are sufficient to begin addressing the research question at the level of res-995

olution needed for regional-scale archaeological analysis, I believe. I propose to use these four models996

the basis for constructing simulatedmetapopulations, and performing seriations of the simulation out-997

put measured through analytic classiĕcation. e patterns of connections shown in these four models998

ƭƮe literature on this subject is now truly massive. Key references I consulted in preparing this proposal include, how-
ever: Barthélemy et al. (, ); Barthelemy et al. (); Andersson and Britton (); Boguñá et al. (); Castel-
lano and Pastor-Satorras (); Colizza and Vespignani (); Keeling and Eames (); Keeling (); López-Pintado
(); Andersson and Britton (); Ball et al. (); Boguñá et al. (); Boguná and Pastor-Satorras (); Castel-
lano and Pastor-Satorras (); Colizza and Vespignani (); Daley and Gani (); Eguíluz et al. (); Keeling and
Eames (); Keeling (); López-Pintado (); May and Lloyd (); Moore and Newman (); Moreno et al.
(); Newman (); Newman and Watts (); Ohtsuki and Nowak (); Pastor-Satorras and Vespignani (a,b);
Rhodes and Anderson (); Sood and Redner (); Zanette and Risau-Gusmán (); Zanette and Gil (); Zanette
()
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actually correspond to migration rates deĕned between demes in the metapopulation. e classiĕca-999

tion will be chosen to have the same dimensionality and structure as the PFG types which compose the1000

case study. Additionally, although Figure A. displays a static snapshot of connections, simulations1001

will employ a model where demes have durations and exit the model, with new demes being added1002

with random links corresponding to the population structure model being tested. e diachronic as-1003

pect to population structure models is crucial for creating transmission simulations which will seriate1004

like real archaeological data.1005

With respect to the four models, their structure leads to the following predictions. e ĕrst model,1006

with long-distance connections, will not easily split intomultiple seriation solutions without extremely1007

high levels of endogenous innovation to “dri out” informationĘowing in fromall parts of themetapop-1008

ulation. In contrast, the fourth model with clustering should yield seriation solution groups for each1009

of the densely connected structures, and the “boundaries” between seriation groups will correspond1010

to the areas of sparser linkage. is will occur at intermediate and even low innovation rates.1011

At a given level of endogeneous innovation, Model  should always yield larger seriation solution1012

groups than Model , since lower migration and nearest-neighbor migration patterns should yield a1013

classic “isolation by distance” dynamic. I propose to examine a range of endogenous innovation rates1014

relative a ĕxed intensity of migration across populations conĕgured as Model  and  to determine if a1015

“critical ratio” ofmigration rate to endogeneous innovation yields partitioning into seriation solutions,1016

relative to the density of connections.1017

In real archaeological data sets, we sample a small fraction of the archaeological record, and thus1018

the absolute number of assemblages in a seriation solution is less informative than the relative distri-1019

bution of sizes of seriation solutions. Model selection will proceed by using the distribution of solution1020

cluster sizes, and its variance in the metapopulation, as the response variables, and the design space1021

size, statistical parameters of the network model describing the metapopulation, and transmission1022

model parameters forming the predictor variable set. As above, model selection begins by formulat-1023

ing a set of candidate statistical models for correctly inferring the distribution of seriation solution1024

sizes from the predictor variables, and then employing the information-theoretic methods described1025

in Section ..1026

ere are very few studies of cultural transmission in an evolving population structure, and thus1027

apart from the seriation and classiĕcation aspects, the general results of this research question could1028

be of interest outside archaeology. I will ĕrst pursue a publication of the results for archaeologists,1029

including a strong focus upon measuring migration and population structure given multiple seriation1030

solution groups in a region. is type of article seems highly appropriate for the Journal of Anthropolog-1031

ical Archaeology, given their history of publishing similar work (e.g., Lipo et al. ). At a later time, I1032

may publish a short version of these results abstracted away from the archaeologicalmethods involved,1033

and submit it to Journal of eoretical Biology, which publishes a great deal of interdisciplinary work1034

on cultural transmission theory.1035

.. Question : What Drives Richness and Evenness Patterns in Seriation Solutions?1036

e fourth research question assumes the results of Question , and asks what factors of the trans-1037

mission process in a metapopulation drive the differences in class richness and evenness seen in dif-1038

ferent seriation solution groups. Recall from Figures A. and A. that solution groups vary in the1039

number of classes represented, and the degree to which a seriation solution is dominated by one or a1040

few classes, or whether many classes have intermediate frequencies.1041
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In the single-population neutral model, both richness and evenness are determined by the innova-1042

tion rate. In a metapopulation, these variables will be driven both by innovation, but also the pattern1043

and rates of migration between demes. For example, the larger a seriation solution group, the greater1044

mean richness ought to be, at a constant rate of innovation. Since more demes are strongly connected,1045

there are more demes for a rare trait or class to occupy and persist within the population, so larger1046

seriation solution groups should have “reservoir effect,” with higher richness overall.1047

I propose to monitor richness and evenness patterns during the simulation runs executed to ad-1048

dress Question , and examine the relationship between migration models and these variables. No1049

additional simulation runs will need to be done, and these appear as separate research questions be-1050

cause they represent different aspects of examining the behavior of unbiased cultural transmission1051

through seriation methods. e same analysis strategy will be used, with a set of candidate statistical1052

models, with richness and evenness distributions across and within seriation solution groups as re-1053

sponse variables, and the same predictor variables as described in the previous section. In publication,1054

these results will be combined with the results from Question .1055

. Model Inference for PFG Ceramic Assemblages1056

e goal of my case study is to apply the results of examining the four theoretical and method-1057

ological questions to explaining the quantitative characteristics of seriation solution groups from the1058

Phillips, Ford and Griffin survey. Not only do seriation solutions, such as those depicted in Figure A.1059

and A. indicate potential chronological relationships, but as proposed here, they are an observable,1060

empirically sufficient window into the dynamics of cultural transmission in each geographic area dur-1061

ing the Late Prehistoric period in the Mississippi River valley. In this section I brieĘy outline how I1062

intend to apply the results obtained here to examine interaction and heritable variation in this region.1063

.. Assemblages and Preliminary Analysis1064

As described in Section , of the  assemblages collected in the original Phillips et al. ()1065

survey, only  assemblages have decorated sherds. Of the assemblages with decorated sherds, only1066

 assemblages have more than  decorated sherds (Table A.). Six of these assemblages were also1067

recollected by Lipo () for his dissertation work, increasing the sample sizes at those localities.1068

For those assemblages not included in Lipo’s work, I will begin by examining sample size adequacy,1069

using bootstrap examination of expected richness and its variance, following his bootstrappingmethod1070

(Lipo , p.). I will include those assemblages with stable expected values for richness in further1071

analysis. ese assemblages will then be seriated using the iterative pairwise protocol described in1072

Section . into maximal solution groups meeting the unimodality assumption.1073

.. Interaction Analysis1074

Given a set of seriation solutions from the selected PFG assemblages, I propose to test which of the1075

population structure models (e.g., Figure A.) best account for the groupings of assemblages across1076

the study area. e variables used to describe seriation solutions are those studied above: class rich-1077

ness, evenness, and the “size” or scope of seriation groups in a relative sense across the region. ese1078

variables are measured relative to the modiĕed PFG classiĕcation used by Lipo () to conduct1079

seriations (and employed here as well).1080

ere is no simple way to determine a “ĕt” between population structure models and these quan-1081

titative descriptions of a seriaiton solution. I propose to use simulation once again to understand1082
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the likelihood that a speciĕc interaction structure leads to seriation solutions with the speciĕed com-1083

bination of descriptors, in the context of a given classiĕcation “design space.” e approach is an1084

application of the model selection and multimodel inference approach described by (Burnham and1085

Anderson ).1086

I propose the following approach:1087

• TransmissionFrameworkwill be conĕgured to operate with observational classiĕcations having1088

the same dimensionality and number of modes as the classes used to seriate PFG assemblages.1089

• e seriated assemblages will be embedded into each of the four population structure types1090

studied above. Each real assemblage will represent a deme in the metapopulation, and will be1091

surrounded by other demes. e real assemblages thus represent a sample of a larger regional1092

population of localities participating in transmission.1093

• e exact number of these “synthetic” demes is not crucial, since their number will be constant1094

across all simulation runs. Similarly, the rule for new deme colonization and existing deme1095

extinction will be constant across runs. What is important are the relative likelihood values1096

across different models of population structure.1097

• Using the same values of θ and other parameters used for the theoretical studies above, I will then1098

perform a set of simulation runs of unbiased transmission across the simulated populations,1099

with replicates for every combination of interaction model and other parameters.1100

• Each run is observed through simulated class frequencies. Given a large sample of class fre-1101

quencies from each of the “real” assemblages, a random sample of simulated sherds the same1102

size as the corresponding PFG assemblage will be taken.1103

• ese simulated assemblages will then be seriated. is process will be bootstrapped from the1104

simulated class frequencies to produce a “distribution” of seriation solutions for each interaction1105

model and innovation rate.1106

• AIC distance between the actual PFG seriation data and these simulated seriation distributions1107

then serves as a model selection criterion for the interaction model appropriate for each of the1108

PFG seriation solutions (Burnham and Anderson ).1109

Althoughmymain interest in this analysis is constructing and testingmethods formaking cultural1110

transmissionmodels empirically sufficient using seriationmethods, a concrete outcomeof this analysis1111

should be a “map” of regional differences in interaction models and relative differences in innovation1112

rates, over the duration of seriation solutions for the Late Prehistoric period in the PFG study area.1113

. Estimated Timeline1114

e soware implementation described above will take - months of concerted effort, including1115

basic unit testing, beyondwhat is already in the codebase. is estimate is based upon the time already1116

spent implementing TransmissionFramework for use in my SAA paper at the  meetings, and1117

construction of a predecessor simulation framework, for collaboration with Alex Bentley and Carl1118

Lipo (Bentley et al. ; Madsen et al. ). Detailed tasks for remaining features are outlined in1119

Appendix A, along with notes on status and possible duration for each feature.1120
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e veriĕcation studies described in Section . should take less than a month since a large pa-1121

rameter space is not required to verify behavior, and analysis of the results using R is not difficult. e1122

simulation study for Research Question  should take approximately two or three weeks including1123

processing and analysis, since the parameter space is of comparable size to the study done for Madsen1124

().1125

e computational work for Research Question  is much more signiĕcant, however, since the1126

parameter space is much larger given the conĕgurations of observational classiĕcations and under-1127

lying model parameters. My plan is to parallelize the simulation runs across a set of Amazon EC1128

virtual machine instances, and do large batches of simulations in parallel, and employ another set of1129

EC instances to perform the raw data post-processing. Given previous simulation runs, I anticipate1130

needing at least a solid month of simulation time for this problem, and - days of processing and1131

analysis time. Two months is a safe estimate overall.1132

Questions  and  are addressed by the same set of simulations, with different data collected and1133

different statistical analyses. at said, the parameter space given random metapopulation models,1134

with replicates, is large. is study will probably take another two months total for both research1135

questions.1136

Seriation solutions for the expanded data set should not take long, but a month seems reasonable.1137

e simulation modeling of PFG assemblages should take another month, perhaps two depending1138

upon the size of the simulated metapopulation. I am optimistically hoping to be able to write up the1139

results in six to nine months, including short articles for submission. e total timeline is about 1140

months, and if begun in summer  with the soware changes already in progress, could result in1141

submission of a dissertation dra before the end of calendar year , for graduation by Spring .1142

is estimate is obviously tentative, but I want a schedule to structure the work give myself milestones1143

towards completion. I will update the schedule as necessary.1144

. Summary1145

is research proposes to address themajor reasons why cultural transmissionmodels have largely1146

been dynamically and empirically insufficient tools for explaining variability seen in archaeological1147

assemblages. First, formal models from theoretical population genetics are invariably employed with-1148

out modiĕcation, and archaeologists have applied statistical results from the distribution of modeled1149

“traits” as if they represented the results of identifying artifacts to archaeological classiĕcations. I1150

propose amethod for studying the statistical outcomes of cultural transmissionmodels using paradig-1151

matic classiĕcations at variable levels of dimensionality andmode granularity, and where the statistical1152

measures are relative to a speciĕc “design space.” Second, synchronic or equilibrium model predic-1153

tions are compared to expected values rather than distributions of values, and suchmeasures are rarely1154

studied for their diachronic behavior, which is essential given the accretional and time-averaged nature1155

of the archaeological record. e latter problem is rectiĕed by following up previous work which pro-1156

poses that culture-historical methods such as seriation are the appropriate diachronic observational1157

methods with which to test transmission hypotheses against archaeological data.1158

I propose construction and analysis of a computational model incorporating solutions to both1159

problems, and demonstrate the utility of the results by an expansion of the analysis begun by myself1160

and colleagues in Lipo et al. (), and greatly expanded by Lipo (). I break this analysis into1161

ĕve research questions. e ĕrst four address speciĕc theoretical and methodological questions, the1162

results of which will be submitted to journals for publication. My dissertation dra will include the1163
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four manuscripts (or publications), a review of the theoretical models, a discussion of the state of1164

cultural transmission modeling in archaeology, documentation of the computational model and tests1165

of its validity, and the results of my case study of Late Prehistoric ceramic assemblages in the Lower1166

Mississippi River Valley.1167
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Appendix A. Soware Development Plan1418

e following tasks are necessary in order to use TransmissionFramework to address the research1419

questions proposed here. e status of each task is current as of --.1420

Separate transmission traits and observational units1421

Traits and trait dimensions that comprise the information Ęowingwithin a population should be1422

separate from a set of observational units, which can bemapped onto traits and trait dimensions1423

in arbitrary ways. Traits should continue to be trackable by count or frequency, to allow us1424

to understand the effect of observing trait dynamics through observational classes. [STATUS:1425

partial TIMELINE: In progress summer , requires  weeks solid effort]1426

Paradigmatic classiĕcation1427

Simulation models should be conĕgurable with one or more paradigmatic classiĕcations, each1428

of which speciĕes a number of dimensions and for each dimension, a number of modes. Di-1429

mensions are attached to Trait Dimensions, and it should be possible to manually specify the1430

mapping of modes to segments of a Trait Dimension, or to generate random partitions of a Trait1431

Dimension into modes. [STATUS: partial TIMELINE: In progress summer , requires  week1432

of solid effort on top of observational units infrastructure]1433

Individuals assignable to deme or local sub-population [STATUS: complete TIMELINE: complete ]1434

Deme-level frequency counting1435

Count/frequencies of observational units must be tracked for the metapopulation as a whole1436

and for demes. [STATUS: partial TIMELINE: On hold, mainly needs testing aer classiĕcation1437

features are done, possibly  days of work]1438

Deme creation and destruction1439

Because archaeological samples are not fully contemporaneous andmay not overlap in time, the1440

model should allow new demes to enter the simulation, and for demes to go extinct. Since this1441

uses the existing taggingmechanism,mostly this iswiring and testing. [STATUS:unimplemented1442

TIMELINE: Autumn ]1443

Population of demes1444

New demes should be populated either by colonization from a single “parent” deme, or by sam-1445

pling individuals from the entire population (giving the classic island model). [STATUS: unim-1446

plemented TIMELINE: Autumn ]1447

Conĕguration of population and deme proĕles1448

Simulation models need a “proĕle” of what demes and population to create at run start, how1449

demes and population evolve over time. is needs to be conĕgurable to test randomized pro-1450

ĕles, as well as generate data in conĕgurations that match the parameters of empirical examples.1451

[STATUS: unimplemented TIMELINE: Autumn ]1452
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Figure A.: Results of iterative seriation with pairwise signiĕcance testing. Groups  and  have no implied order given < 
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(a)

(b)

Figure A.: Examples of simple metapopulation models. Each circle represents a deme or local population, and arrows are
unbiased transmission Ęows, either within the deme itself (represented by the looped arrow), or between demes. Model
(a) depicts the well-mixed version of a metapopulation model, with homogeneous Ęows between all demes; this model
is equivalent to Wright’s classical “island” model in population genetics. Model (b) depicts a metapopulation model with
variable Ęows between demes, with arrow thickness indicating the rate of information Ęow.
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Figure A.: Iterative pairwise signiĕcance testing for frequency seriation (Lipo ). (a) Counts are converted to frequen-
cies, and the “directionality” of frequency comparisons is calculated for each type. Given the frequencies of types, bootstrap
sampling is used to draw a set of random assemblages. For each random assemblage draw, the directionality of each type
frequency is evaluated. If all types in a random assemblage have the same directionality, a match is scored, as in (b). If a
resampled assemblage has different directionality for one or more types, no match is scored. e proportion of matches
in bootstrapped assemblages constitutes the p value for the test. Redrawn with permission from Figures . - . in Lipo
().
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Figure A.: Schematic example of a paradigmatic classiĕcation. is classiĕcation employs three dimensions, two of which
are described by two modes apiece, the third being described by three modes. e result is a design space composed of
twelve mutually-exclusive classes.





Transmitted Trait

Legend

Mode Boundary 6 Count Innovation

0 1

Time 1 Dim. Level 1

Dim. Level 2

2 4 2

6

2

1

1

4

Transmitted Traits

0 1

Time 2b
2 4 2 21

6 1 4

Transmitted Traits

Dim. Level 1

Dim. Level 2

0 1

Time 2a
2 3 2 22

5 2 4

Transmitted Traits

Dim. Level 1

Dim. Level 2

OR

Figure A.: Schematic view of observing transmission outcomes through analytic classes. Only one dimension of a paradig-
matic class is shown for visual clarity, but normally more dimensions would be modeled. Transmitted traits are shown as
points on the unit interval [0, 1], with innovation creating a new unoccupied point on the interval, a random distance away
from the trait being “mutated.” e outcome of this process is being monitored by two hierarchical levels of analytic class,
labeled  and , with  nested inside the deĕnitions of . e vertical lines with bars indicate the boundaries between modes
and schematically indicatemode “deĕnitions.” Mode deĕnitions are chosen at arbitrary distances and are not equal in length.
Counts are shown below each dimension of the traits which map to each mode. See Section .. for discussion of the two
innovaton scenarios.
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Figure A.: Four simple models of transmission Ęow between demes in a metapopulation. e ĕrst model depicts long-
distance connections and dispersal of information, and relatively high and even Ęow between demes, with no isolated or
“hot” spots. e secondmodel possesses no long-distance connections, but still relatively high and even Ęow between demes
at short distances. e third model has “nearest-neighbor” connectivity, as is typically modelled in lattice or island models
of population structure. e fourth model introduces variability in linkage between clusters of demes, creating what graph
and network theorists call “community structure.” Reproduced with permission from Lipo (, Figure .).
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eta E(Kn) Simulated K̄n Sim. Stdev Kn
 . . .
 . . .
 . . .
 . . .
 . . .
 . . .
 . . .

Table A.: Comparison of expected Kn from Equation () with simulated values from WF-IA model, for θ values from  to
. Total sample size across θ values is , samples of size .
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Table A.:  assemblages from Phillips et al. () with more
than  decorated sherds, tabulated with the number of decorated
culture-historical types (richness). Total assemblage size and rich-
ness noted for comparison.

Site Name Site Number Total Sherds Tot. Richness Decorated Richness Total Dec. Sherds
Parkin -N-    
Neeley’s Ferry -N-    
Vernon Paul -N-    
Williamson -N-    
Leland -M-    
Barton Ranch -O-    
Silver City -O-    
Castile -N-    
Walls -P-    
Powell Bayou -O-    
Kinlock -N-    
Arcola -M-    
Cummins -O-    
Belle Meade -O-    
Rose Mound -N-/A&B    
Kent Place -N-/B,C,D,E    
Big Eddy -N-    
Hollywood -O-    
Bush -M-    
Stokes Bayou -M-    
Fortune -N-    
Myer -N-    
Jaketown -O-    
L. Cormorant -P-    
Merigold -N-    
Clay Hill -N-    
Wallace -K    
Starkley -N-    
Mound Place -P-    
Nickle -N-/C,D,E    
Carson Lake -P-    
Montgomery -N-    
Owens -O-    
Deer Creek -M-    
Cramor Place -O-    
Turnbow -N-    
Commerce -O-    
Lipe -M-    
Parchman -N-    
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Dupree -L-    
Woodlyn -P-    
Menard -K-    
Grant Place -N-    
Irby -P-    
Salomon -O-    
Alligator -N-    
Marlow -N-    
Beck -O-    
Davis -N-    
Moore -N-    
Oliver -N-    
Oliver -N-    
Alma Brown -K-/E/B    
Old Town -N-    
Shelby Place -P-    
Dundee -O-    
Pouncey -O-    
West -O-    
Spendthri -O-    
Vance -N-    
Notgrass -P-    
Perry -O-    
Stoneville -M-    
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