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1 Supplementary Data 

1.1 Supplementary Information 

S1. Simulation algorithm of the state-based whole-blood infection model. 

The temporal evolution of the state-based model (SBM) within the simulation time 𝑡 = 0, … , 𝑡𝑒𝑛𝑑 is 

calculated for each simulation time step Δt (with Δt = 1 min) by updating all individuals of the 

system with respect to their current state. In particular, an individual of state s will be updated by 

testing for transition into another state s’. Each state transition is associated with a rate, 𝑟𝑠→𝑠′, and 

will be executed with probability 𝑃𝑠→𝑠′ =  𝑟𝑠→𝑠′Δt. The system is updated accordingly. As 

schematically depicted in Figure S1 in Supplementary Material, the simulation of the SBM for 

whole-blood infection comprises updating individuals of the states 𝑃𝐴𝐸 and 𝑃𝐾𝐸, which are 

respectively alive extracellular pathogens and killed extracellular pathogens, as well as individuals of 

the states 𝑀𝑖,𝑗 and 𝑁𝑖,𝑗, which respectively represent monocytes and neutrophils containing i alive 

and j killed pathogens. Individuals of the states 𝑃𝐴𝐸 and 𝑃𝐾𝐸 are tested for extracellular killing and 

immune evasion, whereas individuals of the states 𝑀𝑖,𝑗 and 𝑁𝑖,𝑗 are tested for phagocytosis and 

intracellular killing. A description of the transition rates of the SBM and the respective state 

transitions are given in Table S1 in Supplementary Material.  

This SBM simulation algorithm was implemented in the programming language C++ and is available 

for download from https://asbdata.hki-jena.de/publidata/PrausseEtAl2018_FrontImmunol/ . 

 

S2. Parameter estimation by the global optimization method Simulated Annealing based on the 

Metropolis Monte Carlo scheme.  

By randomly exploring the parameter space of transition rates used in the spon-IE model and 

PMNmed-IE model, the algorithm is able to find the global minimum of the least-square error (LSE) 

between the simulated data of the models and the experimental data acquired from the whole-blood 

infection assays. The flowchart of this algorithm is depicted in Figure S2 in Supplementary Material.  

The time-evolution of the state-based model kinetics, referred to as combined units, is simulated 

using parameter set 𝑝 and compared with the experimental data by calculating the weighted sum of 

LSE (𝐸(𝑝)). This is followed by choosing a parameter set �⃗�′ within a pre-defined range of ±10% 

from 𝑝. Next, the model is simulated with the parameter set �⃗�′ and the corresponding score 𝐸(𝑝′) is 

calculated. If 𝐸(�⃗�′) attains a smaller value than 𝐸(�⃗�), the new parameter set �⃗�′ is accepted because of 

https://asbdata.hki-jena.de/publidata/PrausseEtAl2018_FrontImmunol/
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the better fitting result. However, �⃗�′ may also be accepted for 𝐸(�⃗�′) larger than 𝐸(�⃗�) with a 

probability that depends on the Boltzmann distribution (Metropolis Monte Carlo Step, see Step 3 in 

Figure S2 in Supplementary Material). This probability is decreased with progressing number of 

fitting steps 𝑓, simulating the system’s annealing by a decreasing of temperature parameter 𝜏(𝑓) in 

the Boltzmann distribution. Thus the risk to accept an unfavorable parameter set �⃗�′ decreases with 

the ongoing fitting procedure by the system’s temperature decrease. The choice of a new parameter 

set 𝑝′, its evaluation and acceptance or rejection is repeated for a specific number of fitting steps 

making up one fitting run. Fitting runs are repeated as wells starting from different initial parameter 

sets and the means and standard deviations of the determined optimal parameter sets resulting from 

these repetitions are calculated. Due to large numbers of fungal cells (𝑃), monocytes (𝑀) and 

polymorphonuclear neutrophils (𝑁) in infected whole-blood samples, the state-based model 

simulation of such a system size is accompanied with large computation times. Therefore, the fitting 

procedure is designed in a step-wise fashion: The system size is gradually increased by factors of ten 

starting at 𝑃 = 100, 𝑀0,0 = 50 and 𝑁0,0 = 500 up to 𝑃 = 106, 𝑀0,0 = 5 ⋅ 105 and 𝑁0,0 = 5 ⋅ 106. 

i.e. keeping the ratio of cell numbers constant. Here, the optimal parameter values of a model system 

as determined by the above described estimation procedure serves as start values in fitting the state-

based model for the next in size system.  

This framework for parameter estimation of the state-based whole-blood infection model was 

implemented in the programming language C++ and is available for download from 

https://asbdata.hki-jena.de/publidata/PrausseEtAl2018_FrontImmunol/ . 
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1.2 Supplementary Videos 

Video S1. Time-course of simulation results of both immune-evasion models for C. albicans 

infection for different severity levels of neutropenia. The error bars indicate standard deviations of 50 

simulations with transition rate values that were randomly sampled within their corresponding 

standard deviation. The white region represents the physiological concentration of a whole-blood 

sample with 5 ⋅ 105 monocytes per milliliter and 5 ⋅ 106 PMN per milliliter. The PMN concentration 

declines with increasing severity levels of neutropenia: light gray area represents mild neutropenia 

(< 1.5 ⋅ 106  
𝑃𝑀𝑁

𝑚𝑙
), medium gray area represents moderate neutropenia (< 1 ⋅ 106  

𝑃𝑀𝑁

𝑚𝑙
) and dark 

gray area represents severe neutropenia (< 5 ⋅ 105  
𝑃𝑀𝑁

𝑚𝑙
). (A) and (B) depict simulation results of a 

virtual C. albicans infection, respectively, for the spon-IE model and of the PMNmed-IE model. The 

relative numbers of killed fungal cells (red), alive extracellular fungal cells (green), phagocytosed 

fungal cells by monocytes (yellow) and by PMN (blue), as well as fungal cells which evaded the 

immune defense (black) are depicted. Note that alive extracellular cells do not comprise alive 

immune-evasive cells and that these combined units exclude each other. 

Video S2. Time-course of simulation results of both immune-evasion models for C. glabrata 

infection for different severity levels of neutropenia. The error bars indicate standard deviations of 50 

simulations with transition rate values that were randomly sampled within their corresponding 

standard deviation. The white region represents the physiological concentration of a whole-blood 

sample with 5 ⋅ 105 monocytes per milliliter and 5 ⋅ 106 PMN per milliliter. The PMN concentration 

declines with increasing severity levels of neutropenia: light gray area represents mild neutropenia 

(< 1.5 ⋅ 106  
𝑃𝑀𝑁

𝑚𝑙
), medium gray area represents moderate neutropenia (< 1 ⋅ 106  

𝑃𝑀𝑁

𝑚𝑙
) and dark 

gray area represents severe neutropenia (< 5 ⋅ 105  
𝑃𝑀𝑁

𝑚𝑙
). (A) and (B) depict simulation results of a 

virtual C. glabrata infection, respectively, for the spon-IE model and of the PMNmed-IE model. The 

relative numbers of killed fungal cells (red), alive extracellular fungal cells (green), phagocytosed 

fungal cells by monocytes (yellow) and by PMN (blue), as well as fungal cells which evaded the 

immune defense (black) are depicted. Note that alive extracellular cells do not comprise alive 

immune-evasive cells and that these combined units exclude each other. 
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2 Supplementary Figures and Tables 

2.1 Supplementary Tables 

rate description state transition 

𝝓𝑵 phagocytosis by neutrophils 𝑁𝑖,𝑗 + 𝑃𝐴𝐸 →  𝑁𝑖+1,𝑗 

𝑁𝑖,𝑗 + 𝑃𝐾𝐸 →  𝑁𝑖,𝑗+1 

𝝓𝑴 phagocytosis by monocytes 𝑀𝑖,𝑗 + 𝑃𝐴𝐸 →  𝑀𝑖+1,𝑗 

𝑀𝑖,𝑗 + 𝑃𝐾𝐸 →  𝑀𝑖,𝑗+1 

𝜿𝑵 intracellular killing by neutrophils 𝑁𝑖,𝑗 →  𝑁𝑖−1,𝑗+1 

𝜿𝑴 intracellular killing by monocytes 𝑀𝑖,𝑗 →  𝑀𝑖−1,𝑗+1 

𝜿𝑬𝑲(𝒕) extracellular killing by antimicrobial peptides 

released upon first-time PMN phagocytosis with 

decreasing activity 

rate depends on the activity of antimicrobial peptides, 

characterized by the rate  �̅�𝐸𝐾, and the decay of their 

antimicrobial activity, characterized by 𝛾, as defined 

in Hünniger et al. (2014) (1) and Lehnert et al. (2015) 

(2) 

 𝑃𝐴𝐸 →  𝑃𝐾𝐸 

𝝆 constant rate for the acquisition of immune evasion 

for spon-IE model 
𝑃𝐴𝐸 →  𝑃𝐴𝐼𝐸 

𝑃𝐾𝐸 →  𝑃𝐾𝐼𝐸 

𝝆(𝒕) time dependent rate for the acquisition of immune 

evasion for PMNmed-IE model 

rate depends on the activity of effector molecules, 

characterized by  �̅�  and the decay of their activity as 

characterized by 𝛾𝑅 (see Eq. (7) in the manuscript) 

𝑃𝐴𝐸 →  𝑃𝐴𝐼𝐸 

𝑃𝐾𝐸 →  𝑃𝐾𝐼𝐸 

Table S1. Transition rates of the PMNmed-IE model and the spon-IE model for modeling the whole-

blood infection assays. For details of the latter model, see Hünniger et al. (2014) (1) and Lehnert et 

al. (2015) (2). 
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C. albicans mean × 𝟏𝟎−𝟐 [𝒎𝒊𝒏−𝟏]  ± SD × 𝟏𝟎−𝟐 [𝒎𝒊𝒏−𝟏] (CV [%]) 

rate spon-IE model PMNmed-IE model 

𝝓𝑵 2.97 ± 0.061(2.1) 2.86 ± 0.054(1.9) 

𝝓𝑴 1.23 ± 0.075 (6.1) 1.2 ± 0.13 (10.6) 

𝜿𝑴 2.1 ± 0.31 (14.6) 3.5 ± 0.42 (12.2) 

𝜿𝑵 5.3 ± 0.49 (9.2) 5.7 ± 0.97 (16.9) 

�̅�𝑬𝑲 21.8 ± 1.8 (8.0) 20.44 ± 3.33 (16.3) 

𝜸 2.13 ± 0.19 (8.8) 2.69 ± 0.34 (12.5) 

𝝆 0.44 ± 0.021 (4.8)  

�̅�  10.75 ± 0.34 (7.1) 

𝜸𝑹  3.0 ± 0.35 (11.6) 

Table S2. The transition rates of a virtual whole-blood infection with C. albicans for the spon-IE and 

PMNmed-IE model are given by the phagocytosis rate 𝜙𝑁 of PMN and the phagocytosis rate 𝜙𝑀 of 

monocytes, the intracellular killing rates 𝜅𝑀 and 𝜅𝑁 of both monocytes and PMN, the transition rates 

𝛾 and �̅�𝐸𝐾 which define the extracellular killing and the spontaneous immune evasion rate 𝜌 and the 

PMN-mediated immune evasion rates �̅� and 𝛾𝑅, respectively. The mean values and standard 

deviations (SD) were obtained by several repetitions of the parameter estimation procedure which is 

described in the work of Lehnert et al. (2014) (1,2). CV refers to the coefficient of variation which 

defines the ratio of SD to the mean. 
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C. glabrata mean × 𝟏𝟎−𝟐 [𝒎𝒊𝒏−𝟏]  ± SD × 𝟏𝟎−𝟐 [𝒎𝒊𝒏−𝟏] (CV [%]) 

rate spon-IE model PMNmed-IE model 

𝝓𝑵 10.0 ± 0.55 (5.5) 6.5 ± 0.49 (7.6) 

𝝓𝑴 14.3 ± 1.4 (9.6) 9.9 ± 0.64 (6.5) 

𝜿𝑴 2.2 ± 0.23 (10.6) 1.10 ± 0.073 (6.6) 

𝜿𝑵 4.9 ± 0.43 (8.7) 13.8 ± 2.5 (18.3) 

�̅�𝑬𝑲 47.5 ± 9.9 (20.8) 10.7 ± 1.6 (15.1) 

𝜸 3.1 ± 0.34 (10.9) 5.4 ± 1.3 (23.1) 

𝝆 0.76 ± 0.047 (6.2)  

�̅�  7.3 ± 1.7 (22.8) 

𝜸𝑹  7.9 ± 1.8 (22.7) 

Table S3. The transition rates of a virtual whole-blood infection with C. glabrata for the spon-IE 

(left column in each split) and PMNmed-IE model (right column in each split) are given by the 

phagocytosis rate 𝜙𝑁 of PMN and the phagocytosis rate 𝜙𝑀 of monocytes, the intracellular killing 

rates 𝜅𝑀 and 𝜅𝑁 of both monocytes and PMN, the transition rates 𝛾 and �̅�𝐸𝐾 which define the 

extracellular killing and the spontaneous immune evasion rate 𝜌 and the PMN-mediated immune 

evasion rates �̅� and 𝛾𝑅, respectively. The mean values and standard deviations (SD) were obtained by 

several repetitions of the parameter estimation procedure which is described in the work of Lehnert et 

al. (2014) (1,2). CV refers to the coefficient of variation which defines the ratio of SD to the mean. 
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2.2 Supplementary Figures 

  

 

Figure S1. Flowchart of the simulation algorithm for the state-based whole-blood infection 

model. This algorithm is explained in detail in section S1 in Supplementary Material. The 

flowchart is adapted from Lehnert et al. (2015)  (2). 



 
8 

 

 

 

Figure 2. Flowchart of the parameter estimation algorithm. The algorithm is explained in detail 

in Section S2 in Supplementary Material. The flowchart is adapted from Lehnert et al. (2015)  

(2). 
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Figure S3. Kinetics of Combined Units of the spon-IE model by the use of the computed transition 

rates. Experimental data from whole-blood infection assays (red dotted lines) with corresponding 
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standard deviations are compared to the simulated data by the spontaneous evasion model. The 

thickness of solid lines indicates the mean ± standard deviation of 50 simulations with transition rate 

values that were randomly sampled within their corresponding standard deviation. The breakdown of 

each combined unit is depicted the following way. (A) Time-dependent relative number of killed 

C. albicans cells (𝑃𝐾) that were experimentally measured by survival plates. The experimental results 

were compared with the total number of simulated killed C. albicans cells. 𝑃𝐾 is defined as the sum 

of killed immune-evasive C. albicans (𝑃𝐾𝐼𝐸), extracellularly killed C. albicans (𝑃𝐾𝐸), and killed 

C. albicans in monocytes (𝑃𝐾𝑀) and PMN (𝑃𝐾𝑀) (B) Alive C. albicans (𝑃𝐴) were also measured by 

survival plates. The simulated result was then compared to the experimental data. (C) Time course of 

C. albicans cells that are in extracellular space in the blood. Here, experimental data was gathered via 

FACS analysis and compared to the simulated data. (D) Simulated immune-evasive C. albicans cells 

(𝑃𝐼𝐸) are the sum of alive and killed C. albicans cells, which are able to evade the immune defense, 

over the time course of the simulation. (E) Time course of the total number of alive and killed 

C. albicans cells that were phagocytosed by monocytes (𝑃𝑀). (F) Relative number of C. albicans 

cells in PMN (𝑃𝑁) during the whole-blood infection assay and comparison to the simulated result. 

(G) Simulation result of killed C. albicans cells within monocytes  (𝑃𝐾𝑀), that is defined as the sum 

of internalized C. albicans that were intracellularly killed (𝑃𝑀𝐾𝑀) and those who were extracellularly 

killed (𝑃𝐸𝐾𝑀). (H) simulated time course of killed cells in PMN (𝑃𝐾𝑁), that is composed of 

intracellularly killed C. albicans cells (𝑃𝑁𝐾𝑁) and extracellularly killed C. albicans cells (𝑃𝐸𝑁) in 

PMN. 
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Figure S4. As in Figure S3 in Supplementary Material but for PMNmed-IE model in the case of 

C. albicans infection. 
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Figure S5. As in Figure S3 in Supplementary Material but for spon-IE model in the case of 

C. glabrata infection. 
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Figure S6. As in Figure S3 in Supplementary Material but for PMNmed-IE model in the case of 

C. glabrata infection. 
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