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ABSTRACT 
Robot-assisted surgery has been increasingly adopted in a wide variety of surgical 

applications because it offers fine manipulation with high precision and dexterity. Despite 
the commercial success of robotic platforms, practical use in microsurgery is still 
challenging due to a considerable level of accuracy required at sub-millimeter scales. 
Limited visualization and constrained accessibility also hinder operation under operating 
microscopes. Furthermore, lack of tactile feedback may lead to substantial and even 
irrecoverable injury. 

To address these issues in microsurgery, a handheld micromanipulator, Micron, has 
been introduced as an alternative to conventional robotic platforms. It allows surgeons to 
directly maneuver surgical tools, while selectively filtering out erroneous motion such as 
hand tremor. Thus, surgeons can attain the natural feel of manual operation and also direct 
tactile feedback from the tool attached to Micron. However, the existing Micron still 
entails several drawbacks in terms of the lack of degrees of freedom, limited range of 
motion, and ergonomically undesirable design. 

This thesis presents a new design of the handheld micromanipulator and also explores 
automated microsurgery in conjunction with image-guidance. For the design of a miniature 
6-DOF manipulator, a new optimization framework is introduced, resulting in the optimal 
dimension of the manipulator given the limited force capability of the miniature actuators 
used. Given the 6-DOF manipulation, the new platform allows the possibility of imposing 
a remote center of motion (RCM) for controlling an end-effector, which is generally 
required in most of minimally invasive surgery. Moreover, the new manipulator attains an 
order-of-magnitude increase in the range of motion so that it enables automated operations 
for intraocular OCT scanning and laser photocoagulation. We experimentally verify the 
design of the 6-DOF Micron and also evaluate its handheld performance under various 
conditions, which shows significant reduction of hand tremor. In addition, the 6-DOF 
Micron is utilized to improve the quality of handheld OCT imaging and obtain multi-
dimensional structures from single-fiber OCT scanning. 

The goal of this thesis is to accomplish automated subtasks in microsurgery using the 
newly developed handheld micromanipulator and image-guidance in realistic environments. 
Initial work demonstrates the feasibility of automated intraocular laser photocoagulation 
using position-based visual servoing, while compensating the eye movement. To realize 
automated surgery in an intact eye, we propose a monocular hybrid visual servoing scheme, 
incorporating cone beam reconstruction for surface estimation, partitioned visual servoing 
control, and adaptive frameworks in control. These approaches are validated through 
experiments with the eye phantom in vitro and porcine eyes ex vivo. 
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1 INTRODUCTION 

1.1 Motivation 

Microsurgery is challenging even for an experienced surgeon because small anatomy in 
the sub-millimeter range is beyond the precision of human manipulation. In particular, 
vitreoretinal surgery1 is a prime example, requiring such a considerable level of accuracy 
in operation, since retinal vasculature is often less than 100 µm and membranes such as the 
internal limiting membrane (ILM) in the eye are around 5–10 µm [1]. Meanwhile, 
surgeons’ hand tremor has been reported at the level of hundreds of micrometers [2], [3]. 
In addition to such a high demand of precision, limited visualization and constrained 
accessibility lead to poor control of surgical tools [4]. Lack of tactile feedback could also 
be problematic during retinal surgery [5]. The eye would not be regenerated if injured [6], 
[7] 

Robot-aided micromanipulation can be a promising solution to these problems since it 
has offered a variety of advantages over conventional techniques in biomedical 
applications [8]–[10]. For example, robotic platforms enable fine manipulation with high 
precision and dexterity during surgery by tremor filtering and also motion scaling [11]–
[13]. In addition, subtasks can be automated, alleviating the cognitive load of repetitive 
procedures and improving accuracy [14]. 

 To provide a stable base for accurate manipulation, most platforms are mechanically 
grounded [15]–[17]. However, these systems involve potential risks during operation due 
to their relatively large range of motion and high inertia [18], the risk being exacerbated by 
the tendency of patients to move during surgery, especially when merely sedated rather 
than anesthetized, as in ophthalmic surgery [19]. Teleoperation also involves a separation 
between surgeon and patient, and a lack of natural feel in manipulation. 

To address the latter problems, a cooperative robot, the Steady Hand, has been 
developed, using shared control principles [20], [21]. The robot selectively complies with 
force/torque sensor input, allowing voluntary motion and suppressing tremor while a 
surgeon simultaneously holds the surgical instrument. The Steady Hand thus provides a 
more direct coupling to the human’s natural kinesthetic sense [20]. However, the system 
still has the same drawback with respect to the possibility of patient movement  [22].  

                                                      
1A typical method to treat several ophthalmologic problems, such as retinal detachment, vitreous hemorrhage, macular pucker, 

macular hole and diabetic retinopathy [7]. 
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As an alternative, a fully handheld micromanipulator, Micron, has been introduced, to 
retain the surgeon’s direct manual control of gross positioning of the tool and to preserve 
the natural feel of manual operation [22], [23]. The handheld manipulator senses its own 
motion and selectively filters out erroneous motion such as hand tremor. The manipulator 
then produces stabilized motion at the tool tip via active error compensation. 

Despite its advantages in terms of usability, safety, and economy [23], the present 
system, 3-DOF Micron, still entails several drawbacks that must be overcome for practical 
use in microsurgery. First of all, due to the limited number of degrees of freedom (DOF) in 
manipulation, the system cannot offer a remote center of motion (RCM), as is generally 
required in most of minimally invasive surgery [24], [25]. In particular, for intraocular 
surgery, an RCM is necessary in order to avoid unwanted transverse movement at the point 
of entry through the sclera [25]. In addition, the range of motion at the tip of the current 3-
DOF Micron system is limited to a few hundred micrometers due to the small 
displacement of the piezoelectric bender actuators used [23]. This results in frequent 
saturation of the actuators due to large or rapid motion of the hand. The limited range of 
motion also hinders Micron from being used in numerous applications such as patterned 
laser photocoagulation [26]. For such applications, an order-of-magnitude increase in the 
range of motion is needed [23]. Moreover, the wide head of the existing design of Micron 
due to the shape of the bender actuators is ergonomically undesirable and likely to interfere 
with the sight line of the operating microscope  [23]. 

Therefore, a new design of the handheld micromanipulator, namely 6-DOF Micron, is 
proposed for microsurgery, having a larger range of motion, more degrees of freedom in a 
smaller diameter. These benefits are also exploited in image-guided interventions. The 6-
DOF Micron offers the stabilization of handheld imaging and also multidimensional scans 
in intraocular optical coherence tomography (OCT). We also demonstrate the feasibility of 
automated laser surgery in conjunction with visual-servoing. To accomplish automated 
surgery in an intact eye with limited visualization, a new visual-servoing scheme using a 
monocular camera is explored. 
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1.2 Approach 

In this thesis, we propose a new design of the handheld micromanipulator, addressing 
the issues on the present handheld micromanipulator. This incorporates an appropriate 
selection of actuators used for the manipulator and design optimization for minimizing the 
dimension of the manipulator. This is of particular importance for this system due to a 
trade-off between the tolerable external load and the size of the manipulator, given the 
limited force capability of the miniature actuators used. Given the optimization, we build a 
fully handheld instrument incorporating a miniature 6-DOF manipulator for vitreoretinal 
microsurgery. The load capability and enlarged workspace derived from simulations are 
experimentally verified. 

We extensively evaluate the performance of the 6-DOF Micron under various 
conditions. First, trajectory-following tasks are conducted for both grounded and 
ungrounded settings, in order to verify the control performance of the manipulator. Active 
tremor cancelling performance is then evaluated in both an open space (called open-sky) 
and in an eye phantom with an RCM constraint, while adopting the tremor filtering 
methods used in the 3-DOF Micron. 

For the application of handheld OCT imaging, the 6-DOF Micron is integrated with an 
intraocular OCT probe developed at Johns Hopkins University. The active tremor 
cancelling feature is utilized to stabilize handheld scans. Moreover, the feasibility of 
multidimensional scans is demonstrated, by exploiting the trajectory-servoing capability of 
the 6-DOF Micron with a large range of motion. 

The automated laser photocoagulation is also performed via visual-guidance of a 
stereomicroscope. First, we adopt a position-based visual servoing scheme, requiring the 
3D reconstruction of a retinal surface and the aiming beam of a laser probe. We investigate 
the feasibility of the automated surgery in an eye phantom, while compensating the eye 
movement during operation by the extension to 3D of the EyeSLAM algorithm which is 
capable of tracking the eye in 2D [27]. 

Finally, in order to realize the automated laser surgery in an intact eye, we propose a 
hybrid visual servoing scheme using a monocular camera, since the position-based visual 
servoing is prone to failure in such a complex eye due to considerable optical distortion 
and unreliable vision detection. Hence, the proposed method relies primarily on the aiming 
beam that is highly detectable in the eye, regardless of illumination change. Given 
scanning of the aiming beam, projected beam patterns on the retinal surface is analyzed to 
estimate the surface in 3D, which is assumed to be parallel to an image plane. The 
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registration of the surface in the Micron coordinate allows us to control the aiming beam in 
2D and to simultaneously regulate the depth of the laser probe from the retinal surface in 
3D. To improve accuracy and reduce operating time, we also adopt adaptive frameworks to 
update the image Jacobian online. In this thesis, we formalize a method for the surface 
estimation and explore the feasibility of the partitioned control scheme with the image 
Jacobian update. All these approaches will be integrated and tested on realistic eye models 
and intact eyes, such as porcine eyes, under vitrectomy.  
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1.3 Contributions 

We expect this thesis to achieve the following contributions. 

• A state-of-the-art handheld micromanipulator is designed, providing more 
degrees of freedom and larger range of motion in a smaller package. 

• A new optimization framework for designing a miniature manipulator is 
established. 

• A versatile handheld micromanipulator is developed, capable of high-precision 
active tremor cancellation as well as automated operations requiring large range 
of motion. 

• The new handheld manipulator is utilized in handheld intraocular imaging: 
stabilizing handheld imaging and offering multidimensional scans to single 
fiber OCT. 

• The handheld micromanipulator enables automated microsurgery in conjunction 
with visual servoing and virtual fixture frameworks. 

• A new visual servoing framework using monocular vision is proposed for 
intraocular microsurgery. 

• A new surface estimation framework is established, using the automatic scanning 
of the handheld micromanipulator and the geometric analysis of projected beam 
patterns on the surface. 

• Automated intraocular laser surgery is demonstrated in a realistic eye model. 

 

 

  

A novel handheld micromanipulator capable of high-precision active tremor 
cancellation as well as automated micromanipulation enables real-world use of 
handheld robot-assisted microsurgery, in conjunction with monocular surface 
reconstruction, visual servoing, and virtual fixture frameworks. 
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1.4 Outline 

This thesis organized as follows: 

• Chapter 2 introduces a problem domain that we are particularly interested in, 
and provides a review of robotic platforms designed for vitreoretinal surgery. 
Specifically, handheld robots are thoroughly discussed for the design of a new 
handheld micromanipulator. 

• Chapter 3 formalizes a new optimization framework for designing a miniature 
manipulator, and describes the micromanipulator design and overall Micron 
system. 

• Chapter 4 evaluates the performance of the handheld micromanipulator, 
experimentally, for various tasks. 

• Chapter 5 introduces an application of the handheld micromanipulator in 
handheld OCT imaging, which involves stabilization of handheld imaging, and 
also multidimensional scanning. 

• Chapter 6 introduces handheld robot-assisted microsurgery, particularly for 
intraocular laser photocoagulation. We show the first demonstration of fully 
automated intraocular laser surgery, using the handheld micromanipulator in 
conjunction with position-based visual servoing. 

• Chapter 7 extends the automated laser surgery introduced in Chapter 6, by 
applying a hybrid visual servoing scheme to address issues in the initial 
demonstration. With the improved system, a comparative study of handheld 
robot-aided laser surgery is also investigated. 

• Chapter 8 proposes a new surface reconstruction method using a projective 
geometry of cone beam scans, in order to tackle erroneous surface estimation by 
conventional stereo-reconstruction in the real eye. Finally, automated laser 
surgery is demonstrated in the real eye, in conjunction with the hybrid visual 
servoing developed in Chapter 7. 

• Chapter 9 revisits the contributions of this thesis, and points out future research 
directions with concluding remarks. 
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2 BACKGROUND 

This chapter describes the survey of robot-assisted microsurgery, in particular, 
vitreoretinal surgery, which is the most technically demanding ophthalmologic discipline 
[28]. We thus regard the vitreoretinal surgery as our primary testbed for generalizing the 
proposed frameworks in microsurgery. First, we look through vision-threatening retinal 
diseases and relevant treatments in order to find appropriate applications for robotic 
surgery. We then review most of robotic platforms that have been developed for 
ophthalmic surgery, in terms of design and applicability. This will provides us with a 
guideline on designing a new handheld micromanipulator.  

2.1 Problem Domain 

2.1.1 Retinal Diseases 
In spite of progress made in surgical techniques, 285 million people are still visually 

impaired worldwide and 39 million of these are blind [29]. In the United States, 1.3 million 
people (0.9%) are blind in the population of over 40. Moreover, people who suffer from 
age-related macular degeneration and diabetic retinopathy are 2.1 million (1.5%) and 7.7 
million (5.4%), respectively [30]. Such retinal diseases are the leading cause of new 

   
 

   
 (a) (b) (c) 

Fig. 2.1 Exemplary photos shown on eyesight by retinal diseases: retinal detachment (a), diabetic 
retinopathy (b), and macular degeneration (c).  Each photo on the top indicates normal vision. 
Photo credit [170]. 
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blindness among working-age adults in the United States [31].  As the number of people 
affected grows, potentially blinding eye conditions by age-related macular degeneration, 
diabetic retinopathy, and glaucoma are substantially increasing. For instance, the number 
of Americans 40 years or older with vision-threatening diabetic retinopathy will triple in 
2050: from 1.2 million in 2005 to 3.4 million in 2050 [32]. Unfortunately, those blindness 
and vision impairment will be a significant burden, not only to those affected by slight loss, 
but to national economy as well, in which the costs associated with adult vision problem in 
the United States are estimated at $51.4 billion [33]. 

 

2.1.2 Vitreoretinal Surgery 
Vitreoretinal surgery is a typical method to treat several ophthalmologic problems, such 

as retinal detachment, vitreous hemorrhage, macular pucker, macular hole, and diabetic 
retinopathy [7]. In conventional vitreoretinal surgery, a pars plana vitrectomy is performed 
under an operating stereomicroscope as shown in Fig. 2.2, with three ports for illumination, 
surgical instrument (vitreous cutter, forceps, etc.), and infusion to maintain proper ocular 
pressure. During the procedure, the vitreous humor is replaced with substitutable liquid 
such as silicone oil or saline solution, to provide better access to the back of the eye. The 
surgeons often operate in bimanual fashion with a light pipe in one hand and an 
interventional tool such as a forceps, needle, or laser probe in the other hand.  

Laser photocoagulation is an established treatment for a variety of retinal diseases such 
as proliferative retinopathy most commonly diabetic retinopathy [34], [35], sealing retinal 
breaks important in the successful repair of retinal detachment [36], macular edema [37], 

   
 (a) (b) 

Fig. 2.2. Illustration of pars planar vitrectomy: (a) side view and (b) top view. Photo credit [171]. 
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[38], and treatment of retinal vascular lesions [39], [40], to name a few. The intraoperative 
goals of laser treatment include treatment of ischemic retina to allow regression of retinal 
neovascularization, formation of a chorioretinal scar around retinal breaks, treatment of 
leaking vascular lesions, and stimulation of the retinal pigment epithelium to reduce retinal 
edema. 

Grid laser photocoagulation is used to directly treat a specific target region usually in 
the macula for treatment of macular edema [38]. Focal laser photocoagulation treats blood 
vessel specific lesions or a small area of the retina with a limited number of laser burns. 
For instance, this method can be applied to treat retinal breaks [36] or macular edema due 
to diabetes [37], [38] or retinal vein occlusion [39], [40], as shown in Fig. 2.3. On the other 
hand, panretinal (or scatter) laser photocoagulation delivers hundreds of laser burns to a 
wider area of the retina, usually in the regions outside the macula [34]. It is generally used 
as a treatment of any cause of proliferative retinopathy, the most common being 
proliferative diabetic retinopathy in order to lower the production proangiogenic and 
vascular hyperpermability modulators most notably VEGF that may be responsible for 
generation of abnormal blood vessels (neovascularization). Retinal neovascularization is 
the precursor to the most serious vision threatening complications of proliferative 
retinopathy. 

Another typical treatment is to peel epiretinal or internal limiting membranes from the 
surface of the retina for treating macular diseases [41]. Overall, those procedures require 
high accuracy for optimal clinical since inadvertent photocoagulation of normal blood 
vessels or the fovea can cause permanent vision loss [42]. In addition, long treatment 

  
 (a)  (b) 

Fig. 2.3. (a) Illustration of laser photocoagulation. (b) Retinal tear treated with laser 
photocoagulation. Photo credits [171], [172]. 
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sessions may impose discomfort and tedium on both patients and ophthalmologists [43], 
[44]. However, surgeons encounter problems due to the limited maneuverability of surgical 
instruments, hand tremor, and poor visualization of surgical targets, and lack of tactile 
feedback in tool-to-tissue interactions [28]. For example, inadvertent photocoagulation of a 
vein can cause vein occlusion; peeling membranes without damaging other retinal layers is 
also demanding [45]. Vein cannulation is more difficult to perform [46] primarily because 
of limited dexterity, given the need to keep the cannula in the vessel [47]. 
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2.2 Robot-Assisted Retinal Surgery 

Robot-assisted surgery has been introduced in a wide variety of surgical fields, 
including cardiovascular surgery [48]–[50], gastrointestinal surgery [51]–[53], urology 
[54]–[56], gynecology [57]–[59], neurosurgery [60]–[62] and orthopedics [63]–[65]. These 
lists of surgical indications are growing rapidly, as the technology becomes more 
accessible [66]. The most common surgical robot is the master-slave da Vinci® surgical 
system [67], [68], which allows surgeons to remotely control a patient-side slave robot 
through manipulation of wristed instruments that are anthropomorphically-aligned to the 
surgical scene [69]. The robot offer a number of potential improvements over unassisted 
human hands, such as tremor filtration, scaling of motion, enhanced dexterity in confined 
spaces, and extremely high precision [66].  

Despite the widespread applications of robotic surgery, use of robotic platforms in 
ophthalmic surgery is still in its infancy [70] since the surgery poses a number of unique 
engineering challenges for robot development [66]. Ophthalmic surgery is unique, as 
surgeons have direct and noninvasive visualization of surgical site and ocular structures via 
the transparent cornea under the high magnifications of an operating microscope. Thus, 
one of the foremost advantages of robotic surgery–direct visual access and microsurgical 
manipulation in a confined surgical site–is not relevant to ophthalmic surgery [71]. In 
addition, a great level of precision and dexterity is required on the order of microns, not 
millimeters. The pivot point, or remote center of motion, also differs from typical 
laparoscopic surgery, which makes adoption of commercial laparoscopic robots 
problematic [66]. While a number of obstacles exist for application of surgical robots in 
ophthalmic surgery, robotic assistance has the potential to expand our treatment 
armamentarium, reduce complication rates, and treat conditions that remain incurable 
today [66].  

The following review introduces robotic platforms dedicated for ophthalmic surgery: 
categorized as teleoperated, cooperative, handheld, and microrobotic platforms. 

 

2.2.1 Teleoperated Robots 
A teleoperated platform has been widely investigated in ophthalmic surgery in order to 

utilize its advantages in this delicate surgery [15]. Charles et al. adopted a telerobotic 
system, called RAMS (Robot Assisted Micro Surgery), for eye surgery. This cable-driven 
robot was developed for high-dexterity microsurgery [16], incorporating a lightweight and 
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compact 6-DOF master-slave system. Although the system demonstrated high precision in 
a wide range of motion, the complexity of the software control and the lack of mechanical 
remote center of motion were the main limitations of this model. A parallel manipulator 
capable of imposing an RCM was also developed for intravascular drug delivery and 
microvascular pressure measurement [25]. However, the robot could not be intuitively 
operated to realize spatial motions due to an interface with a trackball and buttons. In 
addition, Yu et al. introduced a robotic ocular microsurgical system, which successfully 
showed intravascular drug delivery, the implantation of microdrainage devices, and the 
intraretinal manipulation of microelectrodes in animal trials. These early prototypes 
already had an appropriate remote center of motion for intraocular surgery as well as a 
relatively good range of motion, but they were too premature to raise a tangible interest for 
further development [72]. 

Following the great commercial success of the da Vinci® surgical system, the feasibility 
of intraocular robotics surgery was investigated in porcine eyes [17], [73]. Although the da 
Vinci surgical robot provided adequate dexterity for delicate manipulation, this system 
originally designed for laparoscopic surgery encountered two major issues in ophthalmic 
surgery. First, the kinematics of the robotic arms was awkward for intraocular maneuvers 
since the remote center of motion was located above the wrist, whereas it is desired to be at 
the surgical incision point. This resulted in less controllable motion. In addition, 
visualization was also challenging because the endoscopic image did not yield the same 
detail as acquired by an ophthalmic microscope. To address the remote center of motion 
problem in intraocular surgery, a hybrid type of surgical robot was proposed by combining 
a hexapod manipulator with the da Vinci robot [74], [75], which allows the pivot point of 
intraocular instruments to be at the entry point as shown in Fig. 2.4. Recently, the UCLA 
group introduced the intraocular robotic interventional surgical system (IRISS), presented 

  
Fig. 2.4. Hexapod surgical system (HSS) integrated with the da Vinci robot. Photo credit [75]. 
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in Fig. 2.5. The system is a dedicated microsurgical platform capable of performing 
complete ophthalmic procedures. Feasibility was shown in both anterior and posterior 
segment intraocular surgery with porcine eyes [76]. 

Similar dual arm systems have also been proposed for retinal microvascular surgery 
[77], [78]. The latest development incorporates an 11-DOF robotic system composed of a 
6-DOF parallel robot, a 3-DOF stent deployment robot providing intraocular dexterity, and 
a 2-DOF differential wrist. In addition, an intraocular OCT probe was integrated in the 
system for image guidance. Membrane peeling and B-mode scans were demonstrated in an 
eye phantom; OCT-based visual servoing still remains as future work [78]. 

Japanese researchers have also developed a robotic system for vitreoretinal 
microsurgery [79], [80] . Nakano et al. introduced a master-slave robotic system using a 
parallel mechanism to obtain high stability and accuracy of instrument positioning [79]. 
Due to the interference of links with rotational movement, they separated the rotational 
degrees of freedom around the tool by placing a redundant rotational mechanism on the 
end-effector. However, the workspace of the system was still narrow for various uses in 
ophthalmological surgery, which led to the development of a new prototype [80]. The new 
robotic instrument directly controls 2-DOF angular motion using a pair of spherical guides 
and 3-DOF positioning is allowed using translational stages. Once the position of a tool is 
set at the entry point of the eye by translation, the orientation of the tool is then defined by 
the 2-DOF angular stages and axial motion along the tool is independently controlled; the 
tool and can also be rotated around the axis for specific usages. In addition to the 
evaluation of pointing accuracy, the feasibility of creating posterior vitreous detachment 
(PVD), retinal vessel sheathotomy (RVS), and retinal vessel microcannulation also were 
evaluated in porcine eyes ex vivo. 

  
Fig. 2.5. Intraocular robotic interventional and surgical system (IRISS). Photo credit [76]. 
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2.2.2 Cooperative Robots 
The development of a cooperative robot, the Steady Hand, for intraocular surgery has 

been presented by the JHU group [20], [21], [81]. Mitchell et al. presented a small steady-
hand manipulator (Eye Robot 1) using a force/torque sensor, which provides an arm with 
5-DOF motion: tilt and roll mechanisms on a 3-DOF translational stage. The manipulator 
was tested on a biological model with the chorioallantoic membrane of a chicken embryo 
and showed reliable performance to cannulate veins successfully. From the extensive 
investigation of the Eye Robot 1, a new generation of the Eye Robot (Eye Robot 2) has 
been introduced to overcome the limitations of the previous prototype [81]. Given the 
modification of the geometric design and operating mechanisms, the Eye Robot 2 
incorporates both a significantly improved manipulator and an integrated micro-force-
sensing tool.  

 

   
Fig. 2.7. New Steady Hand eye robot for vitreoretinal surgery. Photo credit [81]. 

 
Fig. 2.6. Microsurgical robotic system for vitreoretinal surgery. Photo credit[4]. 



15 
 

2.2.3 Handheld Robots 
The development of a handheld instrument for microsurgery has been primarily led by 

our group (CMU) since a handheld micromanipulator, Micron, was first completely 
presented in 2003 [82]. The first prototype presented adaptive cancelling of physiological 
tremor for improved precision in microsurgery [82]. The instrument incorporated a 3-DOF 
manipulator based on piezoelectric stack actuators and a 6-DOF inertial sensing module. In 
addition, tremor is modeled online using the weighted Fourier linear combiner (WFLC) 
[83] for active cancellation. However, the instrument is quite heavy for handheld operation 
because it deploys seven piezoelectric stacks in series to provide a desirable magnitude of 
motion. To reduce the cost and weight of the handheld device, mechanical amplification on 
the actuation was adopted in the second prototype [84], which allowed Micron to feel more 
like existing passive instruments. Nevertheless, satisfactory operation could not be 
achieved since the complex mechanical design of joints and moving parts led to degraded 
performance. Although a flexure-based manipulator was also introduced to address this 
issue [85], it still suffered from imprecision in fabricating parts, resulting in a smaller 
workspace than as designed. Furthermore, it was not equipped with an embedded sensing 
module, so that reflective markers had to be attached to the tool for optical tracking of the 
tool tip. As a descendent of Micron, a similar flexure-based handheld instrument called 
‘Itrem’ was later introduced as show in Fig. 2.8 [86]. It incorporates an inertial sensing 
module that is strategically placed to improve the sensing resolution [87].  

During the course of development, it is found that motion must be suppressed at 
frequencies that are well below 10 Hz, lower than could be accurately detected with the 
inertial sensors, in order to achieve useful accuracy improvement in microsurgery. Hence, 

   
 (a)   (b) 

Fig. 2.8. (a) Initial Micron prototype. (b) Itrem. Photo credits [84], [87]. 
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considerable modification was made in a new design of Micron as shown in Fig. 2.9, in 
terms of actuation, sensing, and control [23].  First, it deployed piezo-biomorph actuators 
on a large base to increase the range of motion, yielding a few millimeters of transverse 
motion. In addition, the inertial sensing module was replaced with a custom-built optical 
tracking system (Apparatus to Sense Accuracy of Position, or “ASAP”) capable of 
accurately detecting lower frequencies than the inertial sensors can detect, allowing closed-
loop control of the device. This platform is capable of active tremor cancelling as well as 
motion scaling for fine manipulation. These subsequent developments enabled Micron to 
demonstrate a significant quantitative improvement in handheld accuracy. 

A few other groups have recently introduced handheld micromanipulators for cancelling 
hand tremor [88], [89]. However, these platforms seem premature yet to perform handheld 
operation; benchtop tests only were conducted, with simulated signals. Saxena et al. 
adopted a disc-shaped IPMC (ionic polymer metallic composite) actuator and a 
commercially available IMU, for realizing a highly lightweight handheld instrument. 
However, the degrees of freedom are still limited to one for transverse motion. Another 
platform based on a linear delta manipulator was also proposed, using three voice coil 
motors (VCMs) [89]. Although the actuators used are capable of allowing a large range of 
motion due to the large displacement of the VCMs (noted as about 5 mm), no sensors are 
integrated in the instrument for detecting hand motion; it is only equipped with linear 
encoders for controlling the actuators. 

Recently, a new type of a handheld manipulator was introduced, utilizing OCT-depth 
information as position feedback for stabilizing the instrument [90]. Although the actuation 
is limited to 1-DOF axial motion, it demonstrated its potential for OCT-guided servoing. In 
addition, haptic force feedback for a handheld instrument has been studied to deliver 

       
Fig. 2.9. 3-DOF Micron. Photo credit [23]. 
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magnified force to an operator and increase force perception, in particular for microsurgery 
[91], [92]. Since a handheld platform is not grounded to any fixed base, these systems 
deployed a force sensor on a tool tip and an actuator on a brace to realize haptic force 
feedback. Later, a handheld platform featuring both motion compensation and force 
feedback was also introduced [93]. Hence, the force feedback was delivered to an 
operator’s fingertip and also used to regulate the axial motion of a tool tip, using an 
additional actuator.  

The handheld micromanipulators introduced in this survery are summurized in Table 
2.1. 

  
 (a)  (b) 

 

 
(c) 

Fig. 2.10. Other handheld manipulators: (a) Chang et al. [89],  (b) Saxena et al. [88], and (c) Song 
et al. [126]. 
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TABLE 2.1.  COMPARISON OF HANDHELD MICROMANIPULATORS 

Description Actuator DOF Sensor 
Range of 
Motion 
(mm) 

Overall 
Dimension 

(mm) 

Weight 
(g) 

Features 

Riviere et al., 2003 
(Micron) Piezoelectric 3 IMU 

0.56 × 0.56 × 
0.1 

Ø 22 × 180 170 
No mechanical 
amplification. 

Ang et al., 2004 
(Micron) Piezoelectric 3 IMU 

0.56 × 0.6 × 
0.1 

Ø 20 (16a) × 
180 

100  

Choi et al., 2005 
(Micron) 

Piezoelectric 3 
Optical 

trackingb 
0.35 × 0.43 × 

0.08 
Ø 22 × 58.5 - Flexure-hinge based. 

MacLachlan et al., 
2012 (Micron) 

Piezo-
biomorph 

3 
Optical 
tracking 

2.0 × 2.0 × 0.4 
Ø 50 (14a)  × 

120 
- 

Fully closed loop 
control. 
Semiautomated 
operation. 

Latt et al., 2009, 
(ITrem) 

Piezoelectric 3 IMU 
0.4 × 0.4 × 

0.05 
Ø 22 × 189 75 Compact IMU. 

Saxena et al., 2013 IPMCc 1 IMU 1.0 
Ø 27 (13.3a) 

× 157 
23.6 Lightweight. 

Chang et al., 2013 VCMd 3 Encodere 5.0f 
Ø 27 (14a) × 

60 
-  

Song et al., 2012 Piezolinear 1 OCT 55f Ø 22 × 140 65.0 
OCT depth-guided 
servoing. 

Proposed 
Micron 

Piezolinear 6 
Optical 
tracking 

Ø4.0 × 4.0 
Ø28.5 (20a) × 

126 
70.0 

Fully-automated 
operation. 
OCT handheld 
imaging. 

aThe narrowest dimension in the manipulator for gripping. 
bIt detects only the tip motion. 
cIonic polymer metallic composite. 
dVoice coil motor. 
eThe encoders are used for controlling VCMs: none of sensors for detecting hand motion.  
fThe travel of actuators used is only specified. 
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2.2.4 Microrobot Approach 
An untethered approach using a microrobot (OctoMag, presented in Fig. 2.11) has also been 

introduced for intraocular surgery by the ETH group [94]–[96], primarily for targeted drug delivery. 

Once the microrobot is injected into the eye by a syringe, the fully untethered robot can freely 

move through a large workspace using 5-DOF wireless magnetic control: 3-DOF position and 2-

DOF orientation [95]. Its mobility and controllability were examined in different media, 

specifically vitreous, balanced salt solution (BSS), and silicone oil, and also demonstrated through 

animal experiments  ex vivo and in vivo [96]. 

A unique micro-forceps called Microhand, mimicking a human hand, was also developed. This 

MEMS based gripper is pneumatically controlled, allowing grasping and manipulation of the retina 

[97]. 

  

  
Fig. 2.11. Wireless magnetic microrobot for targeted retinal drug delivery. Photo credits [94], [96]. 
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2.3 Summary 

We have reviewed robot-aided micromanipulation, specifically, for vitreoretinal surgery. 
The refinements of teleoperated systems for use in ophthalmic surgery have been 
conducted over two decades. As a result, these efforts have brought robot-assisted 
vitreoretinal surgery closer to real-world use although practical issues still remain to be 
solved. 

For the handheld robot, despite its unique advantages over grounded platforms, none of 
the platforms has been applied in a realistic surgical environment yet due to the challenges 
involved in miniaturizing actuation and sensing systems while preserving a level of 
performance similar to that of the grounded platforms. Many demonstrations have been in 
either benchtop setups or simplified configurations, e.g., holding still in an open space 
rather than through a sclerotomy. These are primarily due to the limited degrees of 
freedom and small range of motion of the manipulators. 

This motivates us to develop a new handheld micromanipulator that can perform under 
realistic environments, beyond the proof of concepts. For use of the handheld 
micromanipulator in vitreoretinal surgery, the new manipulator should be able to offer an 
RCM, as in a laparoscopic robot. In addition, the limited range of motion should be 
increased for numerous applications such as patterned laser photocoagulation.  
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3 HANDHELD MICROMANIPULATOR DESIGN  

We propose a new Micron design providing a larger range of motion and higher degrees 
of freedom in a smaller package using novel linear actuators. In this chapter, we describe 
the development of a fully handheld micromanipulator, presented in Fig. 3.1, including the 
design optimization and mechanical design of a miniature Gough-Stewart platform. We 
also experimentally evaluate its force capability and workspace that is primarily considered 
in the optimization and mechanical design. 

3.1 Related Work 

In order to realize the new manipulator, a parallel-link mechanism is preferable to a 
serial-link mechanism since it occupies a small volume and provides large angular 
displacement with high inherent stiffness [25]. Several 6-DOF parallel manipulators have 
already shown their potential in biomedical applications [18], [25], [75], [98]–[100]. A 6-
DOF parallel micromanipulator based on the Gough-Stewart platform was introduced for 
retinal surgery [25], [75]. A dual structure of two 3-DOF parallel micromanipulators was 
also developed for cell micromanipulation [98]. In addition, Shoham et al. presented a 
smaller 6-DOF parallel micromanipulator using micromotors and embedded LVDT 
sensors [18].  However, these manipulators have to be mounted to a table or the skeleton of 

 
Fig. 3.1. 6-DOF handheld micromanipulator. 
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the patient due to their size. Manipulators presented in the literature that are of comparable 
size to Micron generally have only three degrees of freedom. Peirs at el. developed 
miniature parallel manipulators for steerable arms integrated in a self-propelled endoscope, 
based on hydraulic power. A motorized version of the manipulator was also developed, 
offering relatively large angular motion [99]. As for handheld operation, manipulators 
using piezoelectric actuators and flexure hinges for mechanical amplification have been 
introduced [85], [100]. Despite the mechanical amplification, the workspace of these 
handheld manipulators is limited to several hundred micrometers because of the small 
displacement of the piezoelectric stack actuators used—the factor which led to the 
development of the most recent 3-DOF Micron prototype [23], whose range of motion is 
larger, but still inadequate. In order to attain a much larger range of motion in a 
comparable size, an alternative actuation modality is necessary. 
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3.2 Kinematic Design 

The goal is to make the instrument as narrow as possible, and in any case no wider than 
25 mm.  For the 6-DOF handheld micromanipulator, the Gough-Stewart platform [101], 
[102] is adopted, in order to take advantage of its high stiffness while still occupying small 
volume. In order to realize a miniature version of the parallel mechanism, several 
challenges should be addressed. First, the size constraint considerably limits the set of 
feasible actuators.  Although a variety of miniature actuators has been introduced in 
realizing miniature mechanisms [103], [104] and some of them are commercially available, 
it is still challenging to obtain enough force or torque from them to provide reliable motion. 
For instance, micro DC motors may be adequate for the miniaturization of mechanisms in 
terms of size. However, they are commonly combined with high reduction gears to 
compensate for the low torque and also with a set of a thread and nut to convert rotational 
motion into linear motion, which leads to low speed as well as a complex and bulky 
mechanism. 

For our application, we adopt the SQUIGGLE® motor (SQL-RV-1.8, New Scale 
Technologies, Inc., USA), a type of piezoelectric linear motor, since it is small enough (2.8 
mm × 2.8 mm × 6 mm) and generates adequate force (>0.3 N at 3.3V). The motor utilizes 
the orbital vibration of the piezoelectric elements on it to generate linear motion of a 
threaded rod. Moreover, the linear stroke of the motor is adjustable to any value by 
selecting the length of the threaded rod, which provides us flexibility in the design and 
optimization of the manipulator. 

 

3.2.1 Kinematics 
The six degrees of freedom of the manipulator, considered in terms of the movements 

of interest for the microsurgical application, are as follows:  

• Translation in XYZ Euclidean space at the tool tip (3-DOF); 

• Translation in XY plane at a point somewhere along the tool shaft (2-DOF); 

• Axial rotation of the tool (1-DOF).  

The second translation tends to be constrained in robot-aided surgery to provide a 
fulcrum at the surgical incision point.  For intraocular surgery, the desired workspace for 
the tool tip is a cylinder 4 mm in diameter and 4 mm long.  

The inverse kinematics involves determination of the vector iM  corresponding to each 
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link, given the position and orientation of the tool tip. The vector iM  is represented by the 

sum of vectors iOA  and iOB  in (3.1). Here, O and P  are the origins of the base (fixed frame) 

and the moving platform, respectively, as shown in Fig. 3.2. iA  is one end of the ith link 

attached on the moving platform, which is defined with respect to the origin P . iB   is the 

other end of the ith link, at the base, defined with respect to the origin O. 

 i i i i i= − = + −M OA OB OP PA OB  (1.1) 

In order to determine, iOA  the end and the middle positions of the tool tip 0 eP T and 0 mP T , 

respectively, are expressed by (3.2) and (3.3) with respect to the initial origin of the 
moving platform 0P . 

 T

e ex ey ez t0 Δd Δd Δd l+ =  P T  (1.2) 

 T

m mx my0 RCMΔd Δd d =  P T  (1.3) 

 
Fig. 3.2. Kinematic configuration of a 6-DOF parallel mechanism with a tool tip and a remote 
center of motion (RCM). The dotted lines represent the initial configuration and the solid lines a 
configuration with displaced tool tip and RCM. 
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The relative displacements from the initial positions of the tool tip are denoted by eid∆  

and mid∆ , where the subscript i indicates each coordinate in the Euclidean space. The 

nominal length of the tool shaft is tl . In addition, RCMd  is given by setting a remote center of 

motion with respect to the initial position of the moving platform. The unit vector of the 
tool tip tu  is then defined by two positions of the tool tip: 

 -
| - |

0 0 m

0 0

Te
t tx ty t

m
z

e

u u u = =  
P P
P T P

u
T T

T
. (1.4) 

The origin of the moving platform P  is represented by the length of the tool and 

corresponding vectors 0OP , e0P T  and tu in (3.5).  

 0 0 te tlOP = OP + P T - u  (1.5) 

The rotation of the moving platform is then expressed by the axis of rotation and the 
corresponding angle. The axis of the rotation  rotn  is regarded as the cross product of the 
initial vector initu (equivalent to the z-axis) and the current vector of the tool tip tu  in (3.6). 

The angle of the rotation is corresponding to the angle between two vectors initu  and tu  in 

(3.7). 

 
init

rot

i t tni

t× u
u|
u

n =
× u |

 (1.6) 

 1cos ( )u uT
rot init tθ −=  (1.7) 

, where initu  is [ ]0 0 1 T .  

Given the angle-axis rotation, a rotation matrix, 3 3
ot
×R is also defined using a matrix form 

of Rodrigues’ rotation formula in (3.8) in order to construct a homogenous transform. 

   cos sin (1 cos )
T3 3 3 3 3 3

rot rot rotot rot rot rot×θ θ θ× × × + −= +R I n I n n  (1.8) 

, where 3 3×I  is an identity matrix of size 3. 

The rotation matrix is also regarded as the combination of rotations with the Tait-Bryan 
(yaw-pitch-roll) angles α ,  β , and γ  with respect to the initial position in (3.9). 
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θ

γ α γ α β γ α γ β α γ β

γ β α

θ
θ

× =

 
 = + 
 + 

≡
≡

           

X Y ZR
, (1.9) 

where X , Y , and Z  are the rotation matrices about each axis with an angle of θ .  
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In particular, the angles β  and γ  are simply derived by (3.10) using the components of 

the unit vector tu  with the axial rotation of the tool α  assumed to be zero. This is because 

axial rotation does not change the tool tip position, and is therefore not needed in active 
tremor cancellation [22]. The corresponding angles are written in (3.11).  

 init t
3 3
ot
× =R u u  (1.10) 

 

1

1

sin ( )

tan ( )

tx

ty

tz

u
u
u

β

γ

−

−

=

= −
 (1.11) 

Each end position ιOA  of the ith link on the moving platform is determined by a 

homogeneous transform in (3.12), where the vector OP  is regarded as translation of the 
moving platform. 

 
1 11

3 3
0 i

1

3 1 3 1 1
i ot
× ×3 × ×

×3

   
  

 
= 

 


   0
P AO OPA R  (1.12) 

 The desired length of each link is finally determined by the vector of each link iM  using (3.1). 

 

3.2.2 Generalized Force on Link 
It is essential to analyze the generalized forces acting on the links in the design of the 

manipulator since the actuators used are relatively weak and prone to failure due to 
external force on the tool tip of the instrument. For the analysis, we introduce Plücker 
coordinates, which represent the vector of each link as six homogeneous coordinates. The 
representation offers convenient tools in analyzing the kinematics of the manipulator [105]. 
In addition to the force analysis, it is also useful for the singularity analysis of the 
manipulator, being combined with the screws and wrenches [106]. 

Let the unit screw ×1 6
ie  be the combination of two vectors iq  and i0q  in (3.13). Here, iq  

represents the normalized vector of the ith link and i0q  is the cross product of iPA  and iq . 

 [ ] ( )
i i0

i i i1 i i
i

i i i i

×6
 ×
 
  

PA B AB A
e = q =

B A A
q

B
 (1.13) 

Given each position of a link derived by the inverse kinematics, Plücker coordinates E  are 

assigned by horizontally cascading each unit screw ie  in (3.14). 
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 6 T T T T T T
1 2 3 4 5 6

×6   E = e e e     e e e  (1.14) 

The velocity kinematics is completely described in (3.15) using the relationship 
between the generalized velocities of the links θ , the twist of the moving platform Ω , 
Plücker coordinates E  and the matrix G . 

 EΩ = Gθ , (1.15) 

where θ  is composed by . . . . . .

1 2 3 4 5 6

T

θ θ θ θ θ θ 
  

and Ω  is     
T

x y z x y zV V V ω ω ω   . In the 

Stewart platform, G  is an identity matrix since each diagonal element is the scalar product 
of iq and the vector of the generalized coordinate iθ  that also lies on each link. For any 

configuration with the full rank of the matrix E  the generalized force F  is derived as (3.16) 
upon an external wrench R . 

 -1T  F = G E R , (1.16)  

where R  is 
x y z x y z

T
F F F M M M   . F  is then  represented as [ ]1 2 3 4 5 6    Tf f f f f f , 

where if  is the signed magnitude of the force acting along each link.   

 

3.2.3 Design Optimization 
Our primary goal is to design the manipulator to be compact as possible for easy grip 

and also robust to external disturbance during operation, particularly transverse loading at 
the entry point through the sclera. This factor drives the optimization of geometric 
parameters such as diameters of the base and moving (or “top”) platforms, and the length 
of the links. 

Although various approaches have been introduced for optimization of the dimensions 
of parallel manipulators [107], [108], they primarily focus on the overall stiffness of the 
manipulators in order to withstand external loads and to achieve high control bandwidth. 
Hence, we need a new approach to consider the capabilities of actuators used in such a 
small manipulator. For instance, small actuators suitable for the compact package are weak 
in terms of force/torque. This may result in undesirable manipulation under the 
considerable force at the fulcrum because such actuators cannot overcome external force. 
Hence, to maintain the position of the tool tip even under heavy side load, the force 
distributed on each actuator by force and moment equilibrium should not exceed the 
maximum thrust force of the actuator. Otherwise, the actuator stalls and the manipulator 
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cannot cancel hand tremor. Moreover, the design space is more limited in the case of the 
small manipulator since the actuators occupy most of the volume in the mechanical design 
of the manipulator. 

The optimal dimension for the manipulator is therefore determined by the expected side 
load and the available thrust force. Specifically, the distributed force acts as either 
compression or tension to each link, depending on the direction of the side load. 
Considering transverse application of force to the tool tip in all possible directions, the 
external wrench R  defined in (3.16), is rewritten in terms of a certain side load sF  and 

application angle sθ  in (3.17). 

 [ ]cos sin 0 0 0 0s s s s

TF Fθ θ=     R  (1.17) 

We also define link force variation varf  using (3.16) upon the geometric parameters such 

as the diameters of the base and top and the nominal length of the links, denoted by bD , tD , 

and, mL , respectively in (3.18). 

 ( ,  ,  ,  ,  ) ma ) min( )x( ,      1 6ivar b t m s s if D fF fD L iθ −= =   (1.18) 

Given the side load and application angle, the force variation can be minimized by 
appropriate selection of the dimensions of the manipulator. Fig. 3.3(a) shows how the force 
variation (3.18) behaves given different geometric parameters when the transverse load is 

 
Fig. 3.3. (a) The force variation with respect to the varying geometric parameters of the 
manipulator for side load of 0.2 N acting at the RCM. (b) The contour of the force variation with 
respect to the base and the top diameters at a link length of 25 mm. The red circle indicates the 
optimal diameter of the moving platform when the upper bound of the base diameter is set at 20 
mm. 
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0.2 N (determined from previous experiments [109]) and the angle of application varies 
from –π to π around the RCM. For example, given a link length of 25 mm, larger base 
diameter and corresponding top diameter offer the minimum force variation, as shown in 
Fig. 3.3(b). 

In order to find the optimal dimension for the manipulator, the cost function should 
minimize the force variation on the links at a nominal tool pose in (3.19), where the same 
amount of side load is applied with all angles of application used for simulating Fig. 3.3. 

  0.2 N,  [ , ]
, , 

arg min( ( ,  ,  ,  ,  ) | )
b m

s s
t

var b t m
D

Fs s
D L

f D D L F θ π πθ = ∈ −  (1.19) 

Since the optimization tends to approach the upper limit of the base diameter, we set the 
largest feasible diameter of the base to 20 mm, taking into account the grip of the handheld 
manipulator. The parameters are optimized using a numerical approach based on the 
‘active-set’ algorithm utilizing the MatlabTM function 'fmincon.m,' which performs 
constrained nonlinear multivariable optimization. It can thus include not only upper and 
lower bounds of the parameters but also nonlinear inequality constraints. The additional 
constraints are important in the design for real-world use. For instance, moving 
components such as the links and the top must avoid collision with the housing. Moreover, 
the minimum allowable link length is a function of the other geometric parameters because 
it is determined by the need to reach the predefined workspace. 

The refined approach imposes two types of nonlinear inequality constraints on the 
optimization, driven by the predefined workspace. First, the largest displacement of the 
moving platform in the desired workspace is considered, to prevent the moving platform 
from going beyond the outer diameter of the base. 

• 
2

b
Urd D
<  and 

2
b

Lrd D
<  

, where Urd and Lrd  are the longest distances from the central axis of the manipulator to any 

edge of the moving platform at the upper and lower limit of the workspace, respectively. 
The second is to simultaneously update the lower bound of the link length while running 
the optimization, with respect to the nominal length and travel of the link. Since any 
parameter related to the workspace is not encoded in the cost function, the nominal length 
is regulated by this constraint in order to reach the entire workspace. Hence, we first 
introduce the minimal length of the link 0l , contributed by mechanical components such as 

a bearing assembly, which will be described later. The value is set to be 17.5 mm for the 
optimization. The longest and shortest lengths of the link are also defined by the linear 
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mechanism as 0 2 sl l+  and 0 sl l+ , where sl is the total available travel of the link. Given any 

nominal length of the link during iteration, the maximum length of the link maxl  required to 

reach the workspace must be less than or equal to the longest length, 0 2 sl l+  and vice versa. 

• max 0 2 sl l l+≤  and min 0 sl l l+≥  

The optimization yields a top diameter of 13.3 mm and a link length of 25.1 mm at the 
upper bound of the base diameter, 20.0 mm, with force variation of 0.83 N. The amount of 
the force variation is acceptable with the range of the thrust force of the motor selected, 
±0.5 N. The total travel of the linear motors is calculated to be 5.3 mm for covering the 
cylindrical workspace that we define.  

 

3.2.4 Workspace Analysis 
Given the optimization result, the reachable space of the manipulator is determined by 

applying pivoting motion about an RCM that is 35 mm above the moving platform. The 
space is fundamentally limited by the available travel of the link. Fig. 3.4(a) depicts the 
reachable space in red for a travel of 5.3 mm derived from the optimization. The required 
cylindrical workspace shown as the blue in Fig. 3.4(a) is entirely covered by the reachable 
space. 

Furthermore, we investigate the workspace with respect to the amount of side load that 

 
Fig. 3.4. (a) Reachable space (red) obtained by pivoting the tool tip around a predefined RCM. The 
cylinder (blue) inside the space indicates the desired workspace. (b) The reachable space depending 
on applied side load. 
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the manipulator can tolerate. In order to sustain the load, each motor should be able to 
support the axial load produced by the distribution of the side load. This is tantamount to 
regarding the stall force of the motor as the primary constraint in the optimization.  Fig. 
3.4(b) illustrates the available workspace with respect to the varying side loads from 0.15 
to 0.25 N. The load can be tolerated up to 0.20 N in most of the cylindrical workspace, the 
exception being small regions near the workspace boundary, visible in Fig. 3.4 (b).  
Although the higher load shrinks the available space, the design bears the load up to 0.25 
N in the desirable workspace for canceling hand tremor. Beyond the load of 0.30 N, 
available workspace does not exist because the stall force of the actuator is assigned to be 
±0.5 N. 

In addition to the side load capability, desired workspace of the manipulator has also 
been analyzed for singularities, which may be encountered in such closed-loop kinematic 
chains [110]. Given the velocity kinematics (3.15), the manipulator undergoes a singularity 
if the determinant of either the matrix G  or E  is zero. However, the matrix G  is uniquely 
defined as an identity matrix in our platform because the inverse kinematics provides a 
unique solution for the links in the relatively small workspace without rotation about the 
tool tip. Hence, non-zero instantaneous motion does not occur along active links when the 
moving platform is fully locked [106]. The matrix E also has full rank within the 
designated workspace, as it provides non-zero determinants during a grid search. This is 
led by setting the distance between the ends of adjacent links to be the smallest possible 
value; singularities can occur when the screw axes intersect or are parallel to each other 
[106]. As a result, the manipulator does not yield undesired and uncontrollable motion 
when no motion is introduced on the links. 
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3.3 Mechanical Design 

3.3.1 Miniature 6-DOF Manipulator 
We built a miniature 6-DOF manipulator based on piezoelectric linear motors as shown 

in Fig. 3.5, which allows maneuverability in the desired cylindrical workspace while 
withstanding side loads up to 0.25 N. The manipulator is composed of the top (Delrin), 
base (aluminum), and six legs incorporating the piezoelectric linear motors. 

 In order to use the linear motor in our platform, it is essential to incorporate a miniature 
bearing assembly that decouples the pure linear motion from screw motion combined with 
translation and rotation on the threaded rod. The assembly includes a miniature bearing 
(681h, Dynaroll Corp., USA; 1.0 mm thickness × 3.0 mm diameter), a motor coupler, a 
housing, and a retainer as shown in Fig. 3.6(bottom). 

Two mechanical stops limit the travel of the screw, in order to protect the manipulator 
from dismantling itself, and to avoid becoming locked by the threaded rod at the extremity 
of travel.  One stop is located at the free end of the screw. This part is made of PTFE 
(Polytetrafluoroethylene), a soft and low-friction material, since the stopper is rotating as it 
contacts the motor body. The retainer doubles as an upper stop, preventing the motor 
coupler from being fastened onto the motor body like a screw head. 

The upper and lower ends of the link are connected to the moving platform and the base 
by flexure hinges (#1-0 polypropylene suture). These feature smaller size and less friction 
than ball/universal joints [100], and are adequate given the small angular range of motion. 

  
Fig. 3.5. Miniature 6-DOF manipulator, compared with a US quarter. 
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Within the designated workspace, the maximum angular displacement of the flexure hinge 
is 10.9° and the corresponding stress is 20.8 MPa for a length of 2.5 mm, which is less than 
the yield stress of polypropylene (30.3 MPa). 

A certain amount of preload on the SQUIGGLE® motors is required for proper 
operation, as it avoids backlash that would otherwise result from the loose fit between the 
threaded rod and the actuated “nut.” To provide this preload, three tension springs are 
vertically aligned from the base to the moving platform.  The minimum stiffness that 
avoids backlash is desirable in order to minimize variation of preload across the workspace, 
and to avoid using up the force capability of the motors just to overcome the preload.  We 
opted for a spring with stiffness of 28.2 mN/mm (CI 010EF 14S316, Lee Spring, USA). 

Each link weighs 0.3 g and the entire weight of all moving parts is only 2.3 g. It is 
consequently light enough to be free from degradation in dynamic performance due to 
excessive mass. The mechanism has an overall diameter of 23 mm and a height of 37 mm, 
with total weight of 14.4 g. 
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3.3.2 Handheld Manipulator Design 
For the control of the manipulator, we adopted a custom-built microscale optical 

tracking system, “ASAP” (Apparatus to Sense Accuracy of Position) [111]. Compared to 
previous Micron prototypes incorporating inertial sensors [82], [87], [112], the optical 
tracking system is preferable in terms of size, accuracy, and speed. For good performance, 
we found that motion must be suppressed at frequencies below 1 Hz, which is lower than 
could be detected with the inertial sensing system in [82]. In addition, inertial sensing leads 
to drift in position measurement, which must be addressed with either sensor fusion or 
recalibration of sensors [112].  

The manipulator is equipped with two sets of infrared LEDs, in order to enable optical 
tracking of the position and orientation of both the tool tip and the handle. Three LEDs are 

     
Fig. 3.6. Exploded view of the handheld manipulator assembly (top) and the linear actuation 

module (bottom). 
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mounted to the moving platform and the other three are affixed to the handle (the LEDs are 
visible as small white blocks in Fig. 3.1). The position sensitive detectors (PSD) sense the 
differently modulated signals using frequency domain multiplexing and provide an analog 
position measurement of the centroid of each light source [111]. Consequently, the 
detectors allow each LED position to be triangulated in three dimensions and then the 
poses of the tool tip and handle are fully recovered from the position of each triad of LEDs 
[23]. The poses are acquired at a sampling rate of 1 kHz over a 27 cm3 workspace, with 
less than 10 μm RMS noise [111].  A PCB (printed circuit board) stack of six layers is 
attached to the bottom of the manipulator. The three layers of the PCB stack closest to the 
base of the manipulator drive the motors, which communicate with a main controller via 
inter-integrated circuit (I2C) protocol. The remaining two layers are used for driving the 
LEDs for ASAP measurement. The last PCB routes the power and control signals to all 
upper PCBs. 

The handle comprises a front cover, a window cover, a main body, and a back cover as 
shown in Fig. 3.6(top). The front cover provides an ergonomic grip. In order to balance the 
overall weight of the handle, the front cover and the back end were made of aluminum and 
Delrin, respectively, by CNC machining. The window cover was designed to fully allow 
LED light emission and protect the moving LEDs from being touched. The manipulator 
also incorporates a male Luer-Slip connector with a tool mount to accommodate 
conventional hypodermic needles. For other applications, the adaptor is replaceable with a 
variety of end-effectors such as a micro-pipette or laser probe. 

The assembled instrument is 28.5 mm in diameter and 126 mm long, excluding the end-
effector attached to the Luer-Slip adaptor. The total mass is 70.0 g, with the center of mass 
near the geometric center of the handle. Fig. 3.1 presents the fully assembled manipulator. 
The specifications of the 6-DOF Micron are summarized in Table 3.1. 
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TABLE 3.1.  SPECIFICATION OF 6-DOF MICRON 
Description Specification 
Overall dimensiona Ø 28.5 × 126 mm 

Total weight 70.0 g 

Miniature manipulator Ø 23.0 × 37.0 mm (14.4 g) 
Workspaceb Ø 4.0 × 4.0 mm (cylindrical workspace) 
Degrees of freedom 6 
Side load capabilityc up to 0.25 N 

Actuator 
Piezoelectric linear motor 
(SQUIGGLE® SQL-RV-1.8) 

Position sensor 
A custom-built optical tracking system 
(a sampling rate of 1 kHz over a 27 cm3 workspace, with 
less than 10 μm RMS noise) 

aThe dimension is for the entire housing, excluding the tool tip. 
bThe workspace is defined at the end of the tool tip with a fixed RCM. 
cThe maximum value is allowed at the center of the workspace; the manipulator can 
endure the sideload up to 0.15 N over the entire workspace. 
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3.4 Control 

The 6-DOF Micron is primarily controlled in link-length space using the inverse 
kinematics derived in the kinematics section; the goal position and current position of the 
tool tip are converted to six link-lengths by the inverse kinematics. Accordingly, we can 
define the error in each link in terms of length, which is subject to PID control. Fig. 3.7. 
Micron system architecture. For the feedback control of the manipulator, the goal position 
and current position are defined in terms of six link-lengths via inverse kinematics. Any 
undesired motion is regarded as a control disturbance, and the errors in the links are 
regulated by a PID controller. Fig. 3.7 presents the overall architecture of 6-DOF Micron, 
including a control scheme where the hand tremor is regarded as a control disturbance. 
Given the link errors, the motors are controlled by applying appropriate duty cycles to 
motor drivers (NSD-2101, New Scale Technologies, Inc., USA) that generate ultrasonic 
signals. 

The SQUIGGLE motors are linearized before use in order to compensate the 
inconsistent performance that arises due to their inherent characteristics. Since the motor 
relies on the indirect driving method of orbital motion of the piezoelectric membrane on 
the nut, rather than directly rotating the threaded rod, the performance is sensitive to the 

 
Fig. 3.7. Micron system architecture. For the feedback control of the manipulator, the goal position 
and current position are defined in terms of six link-lengths via inverse kinematics. Any undesired 
motion is regarded as a control disturbance, and the errors in the links are regulated by a PID 
controller. 
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external environment. The displacement and speed are dependent on supply voltage, 
applied frequency, and load. Operating temperature also affects the resonant frequency of 
the piezoelectric membrane. Furthermore, the bearing assembly has a large effect on the 
performance because the bearing itself restrains rotation somewhat, due to friction and 
mating tolerances. In addition, the side load provided by bending of the flexures may be 
significant. These effects may become pronounced in operation of such small actuators. 
Lastly, the applied preload on the motor yields asymmetric motion according to the 
direction of the motion. It is important to quantify the variation of the motors raised by 
these factors and manage the variation in control.  

For the linearization process, the velocity of each motor is measured while applying the 
varying duty cycle of the command signal.  As shown in Fig. 3.8, the response is nonlinear 
with respect to the motor command. To calibrate the motors, we constructed a table of 
motor command vs. velocity by making a fifth-degree polynomial fit to data recorded 
while the platform moved up and down along the z axis. The amplitude of the motion was 
modulated from 50 μm to 1.5 mm for 2.5 s. This process is also usable for monitoring 
degradation of the linear actuation module. In order to guarantee the performance of the 
motors, we constrain the slope of the curve at the zero command to be greater than 2 and 
the velocity values at ±0.8 duty cycles to be greater than 10 mm/s. In case of a flat slope at 
the zero, there may be chattering on the motors when alternating the direction of motion. 
The lower values at the both ends of duty cycles limit the slew rate of the motors. 

 
Fig. 3.8. Linearization curve: velocity with respect to motor command (duty cycle). 
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3.5 Design Validation 

3.5.1 Side Load Capability 
We investigated the side load capability of the manipulator under varying side loads 

applied at an RCM which was 30 mm above the top of the tool mount as shown in Fig. 
3.9(a). The range of the side loads was set from 0 to 0.3 N. A sinusoidal trajectory of ±1 
mm amplitude was applied along the x-axis for duration of 4 s; the average speed over the 
total 4-mm stroke in each direction was 1 mm/s. The five trials were repeated for each side 
load. 

Fig. 3.9(b) shows the resulting sinusoidal profiles corresponding to the different side 
loads. RMS error with respect to the goal trajectory is summarized in Table 3.2. Although 

  
 (a) (b) 

Fig. 3.9. Experimental setup for measuring side load capability (a) and resulting trajectory with 
respect to the amount of the side load (b). 

 
 
 
 

 TABLE 3.2.  RMS ERRORS WITH RESPECT TO THE GOAL TRAJECTORIES FOR 
SIDE LOADS 

Side Load (N) 0 0.05 0.10 0.15 0.20 0.25 0.30 

Error (μm) 6 6 10 15 17 17 47 
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the RMS error gradually increases until 0.25 N side load, the resulting profiles are still 
close to the sinusoidal goal trajectory. As the side load reaches 0.3 N, the distortion on the 
profile is markedly larger. These experimental results agree fairly well with the simulation 
done in the workspace analysis section assuming motor stall force of ±0.5 N. Thus, we can 
conclude that the micromanipulator successfully tolerates side load up to 0.25 N without 
significant degradation. 

 

3.5.2 Reachable Workspace 
To demonstrate the reachable workspace of the manipulator, Fig. 3.10 shows sets of 

points collected at circles of different diameter and heights ranging from -2 mm to 2 mm 
along the z axis, in steps of 0.5 mm.  Although the quality of the tracing results at the top 
and bottom of the workspace is somewhat poorer than the center, the manipulator covers 
the specified workspace. 

 

 
 

Fig. 3.10. Demonstration confirming attainment of the specified workspace. 
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3.6 Summary 

We presented the design of a novel handheld manipulator. In order to realize the 
miniature 6-DOF manipulator, the design was optimized, focusing primarily on the amount 
of tolerable side load introduced at an RCM during vitreoretinal surgery. This is of 
particular importance for this system due to a tradeoff between the tolerable side load and 
the size of the manipulator (particularly the diameter), given the limited force capability of 
the miniature actuators used. The mechanical design and control have been refined to 
improve the performance of the linear actuation module by taking into account the 
underlying characteristics of the SQUIGGLE motor. In addition, an ergonomic handle was 
combined with the manipulator, enclosing also the ASAP system and embedded 
electronics for handheld operation. The fully handheld manipulator successfully tolerates 
side load up to 0.25 N without significant degradation. 

In comparison to the 3-DOF piezo-bender manipulator [23], the new 6-DOF Micron 
offers six DOFs and an order-of- magnitude larger range of motion with adequate force 
capability and slew rate. It enables real-world use of the handheld manipulator, since it is 
capable of imposing an RCM during surgery, and also avoiding the saturation in actuation 
which frequently occurred in the 3-DOF Micron, hindering effective compensation. 

Further experiments will also be performed on various tasks ex vivo and in vivo with 
multiple subjects in order to rigorously confirm the handheld performance improvement. 
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4 HANDHELD MICROMANIPULATOR 

PERFORMANCE 

In this chapter, we investigate the performance of the 6-DOF Micron under various 
conditions. First, we evaluate the performance as a generic micromanipulator itself, in 
terms of positioning and dynamic performance, while the manipulator is firmly affixed to a 
solid base. Thereafter, the performance as a fully handheld micromanipulator is 
demonstrated in position tracking and active tremor cancellation tasks. 

4.1 Manipulator Evaluation 

4.1.1 Positioning Performance 
Positioning performance was evaluated with respect to the five degrees of freedom that 

are important for the application.  Axial rotation was excluded. Two angular motions were 
generated by pivoting about the RCM, parallel to the x and y axes, respectively. Three 
translations were also generated along x, y, and z axes by moving both the end-effector and 
the moving platform by the same amount of the amplitude. We adopted a sinusoidal profile 
as the reference trajectory with peak-to-peak amplitude of ±2 mm to cover the entire 
workspace. To investigate the positioning performance at different velocities up to the slew 
limit of the motor, the duration was varied from 1.6 to 8.0 s. Given the total travel, 8 mm, 
the average speed varied from 1 to 5 mm/s. The tests were also repeated for five trials and 
averaged. The RMS error with respect to the type of motion and the applied velocity is 
specified in Table 4.1. Similar errors were observed for the angular and transverse motions 

TABLE 4.1.  RMS ERRORS WITH RESPECT TO THE PLANNED 
TRAJECTORIES AND VARIOUS VELOCITIES 

Velocity 
(mm/s) 

X 
(RCM) 

X 
(Trans.) 

Y 
(RCM) 

Y 
(Trans.) 

Z 
(Trans.) 

1 8 7 6 7 11 
2 8 7 7 9 22 
5 16 9 14 13 43 

The unit of the RMS error is μm. 
RCM = Remote center of motion, Trans. = Transverse motion. 
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along x and y axes, maintaining the error at less than 10 μm up to 2 mm/s velocity. In most 
cases, RMS error was doubled at 5 mm/s target velocity. RMS error was more prominent 
in transverse motion along the z axis than in other motions, even at lower velocities. This 
is primarily due to the relatively large radial play of the threaded rod in the SQUIGGLE® 
motor in order to generate orbital motion. It may cause transverse vibration while the 
moving platform is going up and down.  The RMS error along the z-axis is only 14-25% of 
the total error, whereas the ratio in the Euclidean space would be 58 % (=1/ 3 ) if error 
were equal in all three axes. In other words, most error in the z-axis translation was along 
the x and y axes. Furthermore, for the same amplitude of tip movement, a larger movement 
of the motors is needed for the z-axis translation than for the other motions.  Since no 
angular motion is introduced along the end-effector, the amplitude of the end-effector is 
not amplified. This requires higher slew rates on the motors to make a longer stroke in the 
same amount of time.  

 

4.1.2 Dynamic Performance 
Fig. 4.1 shows the frequency response of the manipulator under closed-loop control in 

five major motions:  transverse translation of the moving platform along the x and y axis, 
axial translation (z), and rotation about the RCM.  Swept sine inputs were used to generate 
the frequency responses.  Resulting motions were measured by ASAP and analyzed using 

 
Fig. 4.1. Frequency response of the micromanipulator. 

 
 
 



45 
 

the Matlab™ system identification toolbox to generate nonparametric (spectral) frequency 
response estimates over the band 0.5 Hz - 300 Hz.  Under closed loop control, the -3dB 
bandwidth was found to be around 50 Hz for the motions of interest. 
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4.2 Position Tracking Performance 

The new handheld micromanipulator incorporates a new feature capable of tracking a 
pre-defined target or trajectory in the large range of motion, while the instrument is held in 
the human hand. Thus, this feature can be utilized in handheld OCT scanning and 
automated laser photocoagulation. 

 

4.2.1 Pointing Task 
A participant was asked to maintain a fixed tip position above a laser engraved rubber 

target for 20 s in each trial. All tasks were performed under a magnification of 25 x 
(Zeiss® OPMI™ surgical microscope). Once the 6-DOF Micron is activated, the current 
position of the tool tip is set as a goal position for control, and all disturbances from any 
source are rejected.  

Fig. 4.2 illustrates one of the recorded trajectories for 20 s with and without the control. 
The RMS error and maximum error were calculated with respect to the 3D mean position 
of each trajectory for five trials. The RMS error drastically decreases from 112±8 μm to 
12±2 μm on average by actively controlling the tool tip; the difference is statically 
significant (p = 93 10−× ).  The maximum error is an important measure of hand tremor 
reduction since even a single large excursion may cause collateral damage in microsurgery. 
The mean maximum error is 361 and 49 μm for the “off” and “on” cases, respectively. The 

 
 

Fig. 4.2. Trajectory of the tool tip during a pointing task for 20 s. The red line indicates the 
trajectory without Micron assistance. The blue line is for the trajectory when Micron is activated. 
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difference in maximum error is also statistically significant (p = 67 10−× ).  

The manipulator shows about 89.3% error reduction compared to unaided trials. The 
performance of the 6-DOF Micron is difficult to compare directly to results from other 
tremor-canceling devices due to the variation in hand tremor with differences in task 
kinematics, task ergonomics, and execution time. Nonetheless, the error-reduction ratio can 
be compared under similar settings. The pointing task in the 6-DOF Micron is comparable 
to the task done in the 3-DOF Micron with a virtual fixture which applies a constant goal 
position to the tool tip [113]. The result with a hard-virtual fixture control shows similar 
performance in tremor-reduction: 81.8% reduction in maximum error compared to unaided 
trials. The result is also comparable to the error reduction achieved recently by a 
teleoperated surgical robot operated by surgeons (from 90.0 μm to 14.9 μm; an 83.6% 
reduction) [114].   

 

4.2.2 Circle-Tracing Task 
In order to evaluate trajectory following performance during handheld operation, 

various sizes of circle patterns were introduced from 1 to 4 mm in diameter.  Such patterns 
can be useful for laser retinal photocoagulation as treatment for macular degeneration in 
the eye [26], and for semiautomated scanning for retinal optical coherence tomography 
[115]. The range of velocities was varied from 1 to 5 m/s to find the most efficient velocity 

   

 
Fig. 4.3. (a) RMS error during automatic handheld circle-tracing with various circle diameters and 
tracking velocities. (b) Trajectory of circle-tracing for various sizes of circles. 
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while maintaining desired accuracy with high speed. The automated circle-tracing was also 
compared to manual tracing without the aid of Micron. In the manual trials, the subject 
traced circles as well as possible above a printed target, without velocity regulation. Fig. 

4.3(a) shows the RMS error corresponding to the varying velocities and the sizes of the 
circles in diameter. Overall average error for five trials ranges from 10 to 20 μm for the 
automated circle-tracing. The error exceeds 20 μm under the circle tracing of 4 mm 
diameter with a velocity of 5 mm/s. Nevertheless, the resulting trajectory, with a velocity 
of 5 mm/s (shown in Fig. 4.3(b)), is still acceptable in laser surgery, given the relatively 
large size of a laser spot (200-300 μm). RMS errors in circle-tracing at 1- and 2-mm 
diameter are less than the error at 4-mm diameter since the manipulator operates near the 
edge of the workspace with large angular motion. Interestingly, the error in circle tracing 
of 2-mm diameter is somewhat less than the error at 1-mm diameter, possibly due to the 
fact that circle tracing in the smaller circle is affected by the comparable amplitude of hand 
tremor; i.e., the signal-to-noise ratio is lower. Compared to the automated trials, the errors 
in the manual tracing are significantly larger and gradually increase with the sizes of the 
circles, from 105 to 140 μm. The average velocities range from 0.3–0.4 mm/s, increasing 
slightly with circle diameter; this is an order of magnitude slower than the automated 
tracing. 

Accordingly, the benefit of the large range of motion in the new 6-DOF Micron was 
explored in fully automatic circle-tracing; the error obtained is smaller than is attainable in 
freehand operation  [26]. The goal of these tests is to quantify the best the system is 
capable of, under idealized conditions, as a baseline for comparison with future 
performance under more realistic conditions. 
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4.3 Active Tremor Cancellation 

Active tremor cancellation is the primary function of the handheld manipulator in 
microsurgery. To be used in real surgery, the manipulator should be able to preserve the 
surgeon’s voluntary motion while rejecting hand tremor. Hence, we have adopted control 
algorithms such as lowpass/shelving filtering schemes developed in the 3-DOF Micron for 
this type of handheld operation [23]. Two alternatives for tremor filtering have been 
designed for error canceling in Micron [23].  The first is a lowpass filter with a corner 
frequency of 1.5 Hz. Since voluntary motion typically occurs below 2 Hz, the filter has 
unity gain before the corner frequency and high attenuation beyond 10 Hz in order to 
stabilize the instrument tip. The second alternative is a lowpass shelving filter which 
provides what may be considered relative motion scaling.  The shelving filter features 
unity gain below 0.15 Hz, and gain of about 1/3 for the frequency range of 0.15 Hz to 2 Hz, 
with high attenuation beyond 2 Hz. The frequency response of each filter is depicted in Fig. 
4.4. 

In order to accurately assess the canceling performance of Micron, static and dynamic 
tasks were performed on a laser engraved rubber target under a board-approved protocol. 
All tasks were performed under magnification (Zeiss® OPMI™ surgical microscope) and 
video was collected at 30Hz through stereo cameras attached to the microscope as shown 
in Fig. 4.5. The trajectory of the tool tip was overlaid on the video through custom 
software. 3D position data was also collected using ASAP. An algorithm was then used to 
align the 3D data set such that the axis corresponded to the microscope viewing plane.   

 
Fig. 4.4. Simulated Micron low-frequency response, hand to tip. The scaling response is labeled 
with the corresponding filter parameters. Photo credit [23]. 
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4.3.1 Rubber Target: Hold-Still 
The effect of Micron on cancelling tremor during static conditions was examined 

through a hold-still task. A participant was asked to locate the tip of the instrument a 
distance directly above a target defined on the rubber pad, then to maintain the same tip 
position for a 20 second duration in each trial.  

The roots mean square error (RMSE) and the maximum error (ME) were evaluated 
across trials for each control mode (unaided, lowpass, and scaling). Evaluating the RMSE 
is useful for the design of the instrument and examining its overall performance. However, 
the maximum error may be found to be more relevant to surgical applications as even one 
deviation outside of the desired workspace can cause substantial damage to surrounding 
tissue structures. Fig. 4.6 presents RMSE (light gray bar) and ME (dark gray bar) averaged 
across all trials for each individual mode. The error bars in the figures indicate minimum 
and maximum values over the five trials for each control mode. As shown in Fig. 4.6(top), 
both RMSE and ME are reduced in aided trials such as lowpass and scaling. The RMSE 
and ME of lowpass mode are roughly 65% of the unaided trials. The scaling mode shows a 
statistically significant (p = 0.003) reduction of the average maximum error to 34% of 
unaided maximum error. Scaling mode is shown to be most effective during the hold-still 

 
Fig. 4.5.  Experimental setup. (a) Micron, (b) ASAP, (c) microscope, (d) CCD camera, and (e) eye 
phantom. 
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task, despite the primary intention of the control mode to scale down gross motion of the 
tool tip during dynamic tasks. This may be due to an ability of the scaling modes to cancel 
erroneous motion driven by eye-hand feedback.  

 

4.3.2 Rubber Target: Circle Tracing 
A circle-tracing task was used to examine dynamic tremor cancellation.  The participant 

was instructed to trace a 500 µm diameter circle as accurately as possible on a rubber pad 
for 20 seconds while maintaining a constant height above the pad. Each activity was 
repeated for three modes: unaided (no cancellation), lowpass filtering, and motion scaling. 
The participant performed five trials for each task/mode combination. This resulted in six 
different task/mode combinations. During the five trials the combinations were varied 

 

 
Fig. 4.6. Average RMS (light gray) and maximum (dark gray) errors for hold-still (top) and circle-
tracing (bottom) tasks. Error bars indicate maximum and minimum values over 5 trials for each 
control mode. Scaling mode significantly reduces the errors compared to unaided trials for both 
hold-still and circle-tracing. 
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using a Latin square design to prevent bias from repeatedly performing the same task. 

The circle-tracing task was analyzed by obtaining a best correlation of the data with a 
500 µm circle located in a plane parallel to the viewing plane through the microscope. 
Errors were calculated by comparing the distance between each point and the nearest point 
on the circle. Error for the circle-tracing task followed a similar trend to the hold-still task 
as shown in Fig. 4.6(bottom). ME in lowpass mode was reduced to an average of 70% of 
unaided ME.  ME in scaling mode was 51% of unaided ME.  The reduction in the scaling 
mode was statistically significant (p = 0.02). 

Depth perception is known to be hampered when performing procedures through a 
surgical microscope [116]. The additional benefit of scaling mode during circle-tracing is 
illustrated in Fig. 4.7 by the noticeable reduction of error along the viewing depth or z-axis. 
In unaided cases RMSE in z-axis motion is 123% greater than motion within the transverse 
x-y plane. In lowpass mode the RMSE in z-axis motion is reduced to 93%, and reduced 
slightly more to 91% during scaling mode, as compared to RMSE in the transverse plane. 

 

4.3.3 Eye Phantom: Hold-Still  
Five hold-still trials were also conducted for each of the three control modes within an 

artificial eye model (referred to as the ‘eye phantom’) for 10 seconds duration. The eye 
phantom was developed by Johns Hopkins University and consists of a hollow 25 mm 
diameter sphere molded from soft silicone to mimic the natural sclera. The eye phantom 
was allowed to freely rotate in a ball cup treated with water based lubricant (K-Y® jelly) as 
shown in Fig. 4.5. During the task, a 27 Gauge needle was inserted into the eye phantom 
through a cannula placed in the side wall, imposing an RCM constraint on the needle. 

    
 (a) (b) (c) 

Fig. 4.7. Result of circle-tracing task according to three control modes. Red lines depict the 
trajectory of the tool tip for 20 seconds. (a) Unaided (off) trial, (b) aided trial with lowpass, (c) 
aided trail with scaling mode. 
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Although the hold still task in the eye phantom is similar to the rubber target version, 
the difficulty is greater due to the awkward kinematics.  This includes the fulcrum imposed 
by the phantom, as well as the rotation of the eye phantom due to voluntary motion and/or 
tremor. 

Fig. 4.8 shows the tip trajectory (black trace) overlaid on the recorded video clip for 10 
seconds for each of the three control modes. Tremor compensation was found to decrease 
positioning error in the eye phantom similar to rubber target tasks. The scaling mode 
produced significantly lower error than the unaided mode (p = 0.001).  The quantitative 
results are also summarized in Table 4.2. 

 

         
 (a) (b) (c) 

Fig. 4.9. Result of hold still task in an eye phantom. Black lines depict the trajectory of the tool tip 
for 10 seconds. (a) Unaided (off) trial, (b) aided trial with lowpass, (c) aided trail with scaling 
mode. 

 
Fig. 4.8. Average RMS (light gray) and maximum (dark gray) errors for hold-still task in an eye 
phantom. Error bars indicate maximum and minimum values among the maximum errors over 5 
trials for each control mode. Statistical significance is marked with an asterisk in the scaling mode. 
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TABLE 4.2.  COMPARISON OF 3D RMS AND MAXIMUM ERRORS 
Condition Control          RMSE (μm)          ME (μm)  

Rubber target 
(Hold-still) 

Unaided 93  (100.0 %) 301  (100.0 %) 
Lowpass 61 (65.6 %) 192 (63.9 %) 
Scaling 40 (43.6 %) 103 (34.3 %) 

Rubber target 
(Circle-tracing) 

Unaided 86  (100.0 %) 244  (100.0 %) 
Lowpass 62 (71.8 %) 170 (69.5 %) 
Scaling 45 (52.6 %) 125 (51.2 %) 

Eye phantom 
(Hold-still) 

Unaided 204  (100.0 %) 573  (100.0 %) 
Lowpass 174 (85.3 %) 413 (72.0 %) 
Scaling 117 (57.6 %) 282 (49.2 %) 

RMSE = root mean square error, and ME = maximum error. 
The values in parentheses indicate percentages of average error with respect to 
the average error of unaided trials. 
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4.4 Summary 

It is found that the 6-DOF Micron provides a statistically significant reduction in 3D 
positioning error. The new design offers an order-of-magnitude increase in range of motion 
using the novel linear actuators. As a result, the tremor reduction is improved along the 
viewing axis, while remaining comparable to the 3-DOF system within the transverse 
viewing plane [23].  In addition to positioning improvements, an RCM constraint has been 
implemented to enable proper operation within an eye phantom. In order to achieve higher 
positioning accuracy and tremor reduction, the control bandwidth of the manipulator 
should be increased. It is currently limited by a chattering instability in the range of 50-100 
Hz. Therefore, future work involves refinement of the micromanipulator design and 
control. Further experiments will also be performed on various tasks ex vivo and in vivo 
with multiple subjects in order to rigorously confirm the handheld performance 
improvement.  
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5 INTRAOCULAR OPTICAL COHERENCE 

TOMOGRAPHY 

This chapter describes the application of the proposed handheld micromanipulation in 
handheld OCT imaging. The stabilization of handheld imaging is presented in A-mode and 
free hand manual scan experiments in vitro and in vivo. In addition, we also demonstrate 
the feasibility of automated intraocular acquisition of B-mode and C-mode OCT scans, 
utilizing a greatly increased range of motion in the new Micron. 

5.1 Related Work 

Optical coherence tomography (OCT) has emerged as an established technology in 
biomedical imaging since its first demonstration in 1991 [117] because it is capable of 
noninvasively imaging 3D structures with millimeter penetration, high resolution and 
speed [118]. Thus, OCT has also become an important tool for ophthalmology in recent 
years [119].  Its importance was originally due to the confocal scanning laser 
ophthalmoscope, which images the retina from outside the eye [120], and which was later 
improved with adaptive optics to correct for natural aberrations in the eye [121].  More 
recently, intraocular OCT probes for surgical use have appeared [122]. In particular, 
endoscopic common path OCT offers several advantages such as a simple and compact 
configuration, a disposable and interchangeable tool usage, and cost-effectiveness. 
Moreover, it does not involve polarization and dispersion mismatch problems between 
reference and sample arms [119]. However, it is still challenging to acquire high quality 
OCT images during freehand operation due to hand tremor, which is defined as 
involuntary motion with maximum amplitude of about 100 μm at a frequency range from 7 
to 17 Hz [123]. Hand tremor distorts tomography results by disturbing the probe location 
and orientation. 

Since hand tremor occurs not only during freehand OCT imaging but also throughout 
the microsurgical procedure, robotic micromanipulators have been investigated as an aid to 
facilitate fine movement of surgical tools, compensating tremor [21], [23], [80]. As 
endoscopic OCT has recently progressed, robotic platforms have been adopted for OCT 
imaging, offering the aforementioned benefits [124]–[126]. Balicki et al. introduced single 
fiber OCT microsurgical instruments for robot-aided retinal surgery using the Johns 
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Hopkins Eye Robot [124]. Given a surface profile from OCT data, the system enforces a 
safety barrier to prevent the surgical tip from touching a retinal surface. It can also 
maintain a certain distance from the surface and move the tool tip to a designated location 
after B-mode scanning. A handheld robotic-surgical tool, SMART, has recently been 
demonstrated to aid in micromanipulation by actively cancelling tremor cancellation using 
an OCT technique [126]. The OCT probe serves as a 1-D axial distance sensor, being 
incorporated with a single piezo-motor for active manipulation of the tool. However, it 
only provides one degrees of freedom (DOF) for both sensing and actuation along the 
longitudinal axis of the tool, whereas the tip fluctuates in 3-D due to hand tremor. Since 
the tremor in the transverse plane is not compensated, it may still cause distortion in OCT 
imaging.  

The next challenge in the intraocular OCT imaging is how to accurately reconstruct 
multidimensional structures from one dimensional A-scans. For example, B-mode and C-
mode scans can be generated by tracking the position of a probe as it moves across tissue.  
Such a scan can be performed manually [124], [127], [128]. However, the accuracy and 
repeatability of robotic devices provide a clear advantage for acquisition of such scans.  
Furthermore, with an actuated device, the distance of the probe from the tissue can be 
automatically controlled, which is beneficial both for safety and for image quality [129].  
Spiral-scanning devices have been developed for endoscopic use [130]–[132].  Helical 
scans have been used for imaging luminal organs such as the esophagus [133].  Robotic B-
mode and C-mode scanning has been demonstrated also for intraocular applications, using 
the Johns Hopkins Eye Robot [124], [125]. 
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5.2 System Integration 

We adopted Fourier-domain common-path OCT (FD CP-OCT) that uses a common 
path interference configuration [134]. As the distal end of a single mode fiber is defined as 
a reference plane, a surface profile and a substructure can be extracted. The OCT system is 
primarily composed of a fiber-optic probe, a superluminescent diode (SLED), an optical 
coupler, and a custom-built spectrometer as illustrated in Fig. 5.1. The light source has a 
center wavelength of 840 nm with a spectral width of 50 nm. The spectral interference 
detected by the spectrometer is transferred to a workstation for signal processing. As a 
result, a single axial scan (A-scan) is acquired at a system sampling rate of 5 kHz with 10 
bit digitized data, providing a theoretical axial resolution of 6.2 μm and practical imaging 
range of 2 mm in water.  

The intraocular OCT probe consists of a standard single-mode fiber, with 9-μm core, 
125-μm cladding, and an outer coating 245 μm in diameter, bonded within a 25-Ga. 
hypodermic needle. For easy attachment of the OCT probe onto Micron, the probe is 
composed of multiple sheaths with hypodermic tubing of different diameters as shown in 
Fig. 5.2. The probe is fitted into the through hole of a Luer-Slip adaptor on Micron and 

 

Fig. 5.1. Schematic diagram of a handheld OCT imaging system using Micron.  
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coaxially aligned with the center of the manipulator. The probe length is designed to 
protrude 25 mm from the front cover of Micron to freely reach within the rabbit eye (about 
15 mm in diameter). Once the OCT probe passes through a guide tube inside Micron and 
reaches the frontal part of Micron, it is affixed to the Luer adapter by a set screw. 

All Micron data and status are sent to the workstation via an Ethernet using User 
Datagram Protocol (UDP) to minimize latency. B-mode and C-mode scans were composed 
of position-tracked A-mode scans using the 6DOF pose information from the same optical 
tracker used for feedback control of Micron, running at a 1 kHz update rate. The OCT 
image data acquired from the probe is sent to a visualization workstation via an Ethernet. 
Both applications are developed using the cisst-saw open source C++ framework 
(http://www.cisst.org/cisst/saw/). 

 

  

 

 

 

 

  

 
Fig. 5.2. Micron, an active handheld micromanipulator with an OCT probe (a) and the OCT probe 
with multiple sheaths of hypodermic tubing. 
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5.3 Stabilization of Handheld Imaging 

To stabilize handheld imaging, Micron utilizes the same control filters used for active 
tremor cancellation. Consequently, the manipulator operates in two control modes: 
lowpass to suppress hand tremor, and scaling to provide both tremor cancellation and 
scaling. 

 

5.3.1 Open-Sky: A-Mode Scan 
“A-scan” tests were first conducted during hold-still tasks for three cases:  unaided (no 

cancellation), lowpass, and scaling. A surgeon was asked to maintain the tool tip at certain 
height from a fundus image printed on a paper for 12 s as shown in Fig. 5.3(a). Each A-
scan was accumulated as a single column in an OCT image over the 12 s duration as 
shown in Fig. 5.4. Fig. 5.4(a) represents A-scan images and short-time Fourier transform 
(STFT) of surface profiles depending on three types of control modes. The y axis depicts 
how the displacement between the distal end of OCT probe and the flat paper surface 
varies during hold-still trials of 12 s. This height variation is a combination of hand tremor 
and also voluntary motion to correct tip error from eye-hand feedback of the surgeon.  

We found that the profiles were smoother in aided cases such as lowpass and scaling 
modes than in unaided cases as shown in Fig. 5.4(a). This is because the tremor was 
canceled during aided trials such that the profile fluctuation was decreased. The standard 
deviations of the profiles were reduced by approximately 56 % in both aided trials 
compared with unaided cases.  Significant differences between lowpass and scaling modes 
were not evident in the quantitative results summarized in Table 5.1. Nevertheless, the 

  
 (a) (b) 

Fig. 5.3. (a) A-scans during hold-still task above a fundus image.  (b) OCT scans (A-scan and M-
scan) in a live rabbit eye.  
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profile acquired by scaling mode qualitatively appears much smoother than lowpass mode. 
In fact, scaling mode provides the surgeon finer control in voluntary motion and also scales 
excessive input by eye-hand feedback. In the spectrum analysis over the time, we 
definitely see noticeable difference between unaided and aided trials, specifically at the 
typical tremor band from 7 Hz to 15 Hz shown in STFT results of Fig. 5.4(a). 

5.3.2 In-vivo: A-Mode Scan 
In tests in vivo, under a board-approved protocol, a rabbit was anesthetized and the 

vitreous humor was removed from the eye by pars plana vitrectomy. In hold-still tasks, the 
surgeon followed the same protocols done in the previous freehand trials.  

Similar results were discovered during in-vivo trials, shown in Fig. 5.4(b). Since the 
retina has a multilayer structure, for accurate evaluation of the performance, distance was 
measured from the brightest layer in the OCT images. The lowpass trial shows the most 
similarity to the open-sky trial in terms of reduction in both standard deviation and peak-
to-peak deviation. In scaling mode, the reduction in the standard deviation is not as great as 
in the open-sky trial although the average spectral power density within the tremor 
frequency band is 4dB lower than in lowpass mode. The large standard deviation seems to 

    
 (a) (b) 

Fig. 5.4. Results of OCT scan images and short-time Fourier transform (STFT) of surface profiles 
for the control modes, arranged in descending order: unaided, lowpass, and scaling.  (a) A-scans 
during hold-still task for 12 s in air.  (b) A-scans during hold-still task in the live rabbit eye for 12 
s.  
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be due to the gross motion of the tip by voluntary motion rather than instability from 
tremor. We also found that overall errors in trials in vivo were greater than the errors in the 
open-sky tasks. This seems to be a result of the awkward constraint at the sclera and the 
movement of the eye, which degrades the surgeon’s manipulability. The data acquired 
through A-scan are summarized in Table 5.1 for hold-still tasks. 

 

5.3.3 In-vivo: M-mode Scan 
A manual scan (M-mode) under the scleral constraint is generally more challenging 

than hold-still tasks, since the movement of the tip creates reaction force from the sclera, 
and frequently moves the eye itself, rotating it in its socket. In “M-scan” tests, the surgeon 
was required to scan a line across an area of interest in the eye while different control 
modes were enabled. Fig. 5.3(b) shows the retinal image and OCT profile during M-scan 
on the retinal surface of the rabbit eye.  

M-scan results demonstrate that there is a qualitative difference among the scanned 
profiles in Fig. 5.5 and Fig. 5.6(c). It is not possible to apply the same error metrics used in 
the hold-still task on the arbitrary profiles because each scan followed a different trajectory. 
However, we see there is an overall reduction in the tremor-caused variation of the profiles 
in Fig. 5.6(c). The reduction of the average power is given by 13.1 and 11.4 dB in the 
frequency band of interest (7 to 20 Hz) as compared with the unaided case. 

The data presented indicate that the quality of OCT imaging is improved by a handheld 
micromanipulator capable of cancelling hand tremor. We found noticeable attenuation on 
the variation of OCT profiles in both A-scans and M-scans, reflecting reduction of the 
hand tremor artifact.  Compared to 1 DOF micromanipulators, Micron offers the advantage 
of suppressing both axial and transverse components of hand tremor and it does not rely on 
the OCT data for feedback. 

TABLE 5.1.  ERRORS DURING HOLD-STILL TASKS 

Condition Control Std. (μm)          Pk-Pk (μm)           Power (μm2/Hz) 

Open-Sky 
(A-Scan) 

Unaided 80   (100.0 %) 357   (100.0 %) 6.631 (0.0 dB) 
Lowpass 45  (55.9 %) 258  (76.9 %) 0.366  (-12.6 dB) 
Scaling 46  (56.9 %) 229  (70.0 %) 0.668  (-10.0 dB) 

In-Vivo 
(A-Scan) 

Unaided 101  (100.0 %) 577  (100.0 %) 3.681  (0.0  dB) 
Lowpass 55  (55.0 %) 337  (74.9 %) 0.698  (-13.1 dB) 
Scaling 85 (84.4 %) 326  (68.7 %) 0.278  (-11.4 dB) 

Std. = Standard deviation and Pk-Pk. =Peak-to-peak deviation.  
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Fig. 5.6. Results of OCT M-scan images in the live rabbit eye and STFT of surface profiles. 

 
 (a) (b) (c) 

Fig. 5.5. Results of OCT scanned profiles (top) and power spectrogram (bottom). (a) A-scans 
during hold-still task in the air. (b) A-scans during hold-still task in the live rabbit eye. (c) M-scans, 
manually scanning a line of interest in the live rabbit eye. In the A-scans, the profiles are the axial 
deviation of the tip. 
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5.4 Multidimensional Scanning 

Two handheld tests of scanning performance were conducted. During a scan, the control 
system of Micron acts to suppress tremor and any other hand motion, the intention being to 
allow no motion of the tip other than the specified scan. 

 

5.4.1 C-Mode Scan 
The first test of the system was a spiral C-mode scan of group 1, element 4, from a 

USAF 1951 MIL-STD-150A resolution test chart (Fig. 5.7(a); group 1, element 4 is 
slightly right of center). The probe tip speed along the spiral trajectory was set at 2 mm/s. 
The commanded spacing between adjacent cycles of the spiral was 50 µm. The total 
diameter of the scanned spiral was 1 mm. Because the OCT system sampling rate is higher 
than the sampling rate of ASAP, linear interpolation between measured poses of the probe 
was used to estimate the pose corresponding to each OCT A-mode scan or “data point.” 

The result of the spiral C-mode scan is shown in Fig. 5.7(b). A false-color 
representation and thresholding were used to aid visualization. The spiral contains 17862 
individual A- mode scans. This included 7917 poses measured by ASAP; hence, the scan 

     

 (a) (b) 

Fig. 5.7. (a) USAF 1951 MIL-STD-150A resolution test chart.  (b) Result of spiral C-mode scan of 
USAF 1951 MIL-STD-150A resolution test chart, group 1, element 4.  The three bars from the 
element in the chart (which are black in the original chart) are visible in the scan.  The space 
between bars, which measures 0.176 mm on the chart, is measured at 0.194 mm in the acquired 
scan. 
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time was 7.9 s. The space between bars in the scanned image was estimated using a 
drawing widget in the visualization software. The space between bars, which measures 
0.176 mm on the chart, is measured at 0.194 mm in the acquired scan. 

 

5.4.2 B-Mode Scan 
The second demonstration was a repeated B-mode scan. The manipulator oscillated the probe in 

a triangular wave pattern at 5 Hz. The motion of the tip of the probe was 3 mm peak-to-peak at a 

speed of 30 mm/s. During execution, the tool was moved manually in the direction perpendicular to 

the B-mode scan, resulting in a zigzag scan pattern with a total of 50 scan lines. The scanned 

material in this case was a stack of 3 layers of 3M™ Polyester Tape 8911 as shown in Fig. 5.8(a). 

Each layer is 50 µm thick (30 µm adhesive and 20 µm backing). 

The result of the zigzag B-mode scan is shown in Fig. 5.8(b). The three layers of the 
tape can be clearly seen near the top of the scanned volume. The total pattern contains 
11272 individual A-mode scans. This included 5045 poses measured by ASAP; the scan 
time was 5.0 s.  

  

  
 (a) (b) 

Fig. 5.8. Result of zigzag B-mode scan of a stack of 3 layers of 3M™ Polyester Tape 8911 (each 
layer is 50 µm thick).  B-mode scanning was performed automatically, while movement in the 
perpendicular direction to generate the zigzag was performed manually. The 3 layers are evident 
near the top of the scanned volume. 
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5.5 Summary 

We have demonstrated the first handheld OCT imaging using Micron in vivo. Further 
experiments are required in order to obtain statistically significant results. Improvements in 
Micron performance and in surgeons’ familiarity with each control mode are expected to 
yield better performance in handheld OCT imaging. We will also be able to utilize a visual 
cue injection system [135] to guide the operator along predefined paths for M-scans, which 
would facilitate quantification of M-scan performance. 

The data presented indicate the general feasibility of acquiring surgically useful OCT 
scans in B-mode and C-mode using 6 DOF Micron. Since those results were given by the 
initial prototype of the 6-DOF Micron, we expect the latest 6-DOF Micron would provide 
enhanced OCT images in terms of speed and accuracy. 
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6 ROBOT-AIDED INTRAOCULAR LASER SURGERY I: 

POSITION-BASED VISUAL SERVOING 

Laser photocoagulation is a mainstay or adjuvant treatment for a variety of common 
retinal diseases. However, automated laser photocoagulation during intraocular surgery has 
not yet been established. This study presents a system for automated intraocular laser 
surgery using the new 6-DOF Micron. The new handheld instrument features an enlarged 
range of motion to enable automated scanning, and its added degrees of freedom 
accommodate use through a sclerotomy. The goals of the handheld robot-aided system are 
thus to enhance accuracy and efficiency, improve safety, and reduce cognitive load on the 
surgeon. 

In this chapter, we describe the development of the system, focusing primarily on the 
feasibility of automated intraocular laser photocoagulation. To automatically treat lesions, 
we adopt position-based visual servoing for control, and compare its performance with 
manual execution in an “open-sky” environment. Finally, the technique is demonstrated in 
an eye phantom, including tracking the movement of the retina. 
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6.1 Related Work 

Retinal laser photocoagulation is a common treatment for retinal diseases such as 
diabetic retinopathy, retinal detachment, and macular degeneration [34], [38], [136].  The 
laser treatment applies patterns of multiple burns in order to impede the growth of new 
abnormal blood vessels in retinopathy [34], or to seal leaking blood vessels in macular 
edema [38]. 

For optimal clinical outcomes, those procedures require high accuracy in terms of the 
location and size of laser spots, with delivery of the proper amount of energy [137]. 
However, surgeons often encounter complications due to the limited maneuverability of 
surgical instruments, hand tremor, and poor visualization of surgical targets during 
operation. This may lead to irregular laser burns on the retinal surface and/or inadvertent 
coagulation of healthy retina or other ocular structures, which can result in an unintended 
reduction in macular function, visual field defects, or choroidal neovascularization [138]. 
Application of laser to unintended regions such as the optic nerve and the fovea has 
potential to cause permanent central vision loss [42]. In addition, long treatment sessions 
may impose discomfort and tedium on both patients and ophthalmologists [43], [44]. 

Hence, automated approaches have been introduced into laser photocoagulation in order 
to improve treatment accuracy, increase patient safety, and reduce operating time [43], [44], 
[139]. Initially, the feasibility of an automated laser delivery system was demonstrated to 
place multiple lesions of predetermined sizes into known locations in the retina [139]. For 
automation, a tracking feature is essential to achieve high accuracy while compensating for 
the considerable movement of the eye, since the eye cannot be completely immobilized. 
Later research efforts led to the development of hybrid retinal tracking for automated laser 
photocoagulation, incorporating global tracking with digital imaging and high-speed 
analog local tracking [140], [141]. Finally, computer-guided retinal laser surgery system 
has been realized, utilizing digital fundus imaging in real time, and also controlling lesion 
depth [44], [142]. Blumenkranz et al. also introduced a semiautomated system in which the 
ophthalmologist has control over the treatment at all times [43].  The semiautomated 
system still retains the primary advantages of the automated system, while rapidly 
delivering up to 50 pulses with shorter pulse duration on predefined spots, using a 
galvanometric scanner. The semiautomated system is kept relatively simple and 
inexpensive by eliminating certain features that are necessary in the automated system, 
such as retinal tracking and automated lesion reflectance feedback. Such systems, now 
commercially available as Navilas® and PASCAL, have been increasingly adopted in the 
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clinic [137], [142]–[144]. However, these systems treat through the pupil, and are designed 
for use in the outpatient clinic rather than the operating room. Hence, it is still challenging 
to apply it to intraocular surgery for purposes such as intraoperative retinal breaks. 

In order to bring such benefits of automated laser photocoagulation to intraocular 
surgery performed during pars planar vitrectomy [145], we presented semiautomated laser 
photocoagulation using an active handheld instrument known as “Micron” [26]. The 
semiautomated system corrected error between the preoperative target and the current 
beam location by deflecting the laser probe attached to Micron.  However, the system was 
only able to correct error within a few hundred microns of the target due to its limited 
range of motion. The operator was thus required to deliberately move the laser probe in a 
raster-scan fashion in order to apply the full pattern of burns; i.e., the operator provided 
gross motion, while Micron provided fine motion. The distance of the tool from the retinal 
surface had to be manually regulated, relying on the operator’s depth perception, once 
again due to the limited range of motion of the active instrument. Furthermore, the limited 
degrees of freedom (DOF) hindered the use of the instrument through a fulcrum such as a 
sclerotomy in an intact eye. Accordingly, tests were performed only in “open sky” fashion 
on fixed surfaces, without tracking of anatomy [26]. 

Therefore, we introduce robot-aided intraocular laser surgery, using an improved 
prototype of Micron in order to overcome these drawbacks [146]. The new handheld 
instrument incorporates 6-DOF manipulation and provides much greater range of motion, 
which automates scanning of the laser probe over the entire pattern area, and 
accommodates use through a sclerotomy [147].   
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6.2 System Overview 

The robot-aided intraocular laser photocoagulation system features the 6-DOF handheld 
instrument, Micron, as shown in Fig. 6.1, in which the laser probe is automatically 
manipulated to treat preoperatively specified targets via a vision processing system. The 
new Micron prototype incorporates a miniature Gough-Stewart platform actuated by six 
piezoelectric linear motors (SQUIGGLE® SQL-RV-1.8, New Scale Technologies, Inc., 
USA) [147]. The manipulator provides 6-DOF motion of the end-effector within a 
cylindrical workspace 4 mm long and 4 mm in diameter, while allowing for a remote 
center of motion (RCM) at the point of entry through the sclera, enabling it to execute 
automated scanning for intraoperative optical coherence tomography (OCT) [115] or 
patterned laser photocoagulation [146].  

For control, 6-DOF Micron senses the position and orientation of both the tool tip and 
the handle, using a custom-built optical tracking system (Apparatus to Sense Accuracy of 
Position, or “ASAP”) [111]. The handheld instrument is equipped with two sets of infrared 
LEDs for the optical tracking system: one set on the tool mount and the other on the handle 
(visible in Fig. 1a). The position and orientation are retrieved by detecting the pose of each 
LED panel at a sampling frequency of 1 kHz over a 27-cm3 workspace; ASAP performs 
this tracking with less than 10 μm RMS noise. The specification and performance of the 

 
Fig. 6.1. 6-DOF handheld micromanipulator integrated with a laser probe. 
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manipulator are described in Chapter 3 and 4, in detail. Hence, the laser probe attached to 
the micromanipulator can be controlled accurately according to a specified 3D goal 
position for the laser tip, regarding undesired handle motion as a disturbance. The 
remaining degrees of freedom in actuation are independently controlled at the RCM by the 
operator. 

The vision system consists of a stereo operating microscope (Zeiss OPMI®1, Carl Zeiss 
AG, Germany) with variable magnification (4–25 X), two CCD cameras (Flea®2, Point 
Grey Research, Richmond, BC, Canada), and a desktop PC. The vision system calculates 
the goal position of the laser tip to minimize error between the target and the detected 
aiming beam, and delivers the goal position to the Micron controller. The system also 
detects tip positions in 2D images for an initial calibration between the vision system and 
the Micron controller. A pair of images streams to the PC at 30 Hz with 800 × 600 
resolution for further processing, which is synchronized with the Micron controller via an 
external trigger provided by one of the cameras. 

 
 

 
Fig. 6.2. System setup for automated intraocular laser surgery 
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Once a target location for the treatment is defined on a retinal surface with respect to the 
ASAP coordinates, the corresponding 3D goal position of the laser tip is sent to the Micron 
controller. During the control, 3D error between the target and the aiming beam positions 
is minimized by displacement of the laser tip via position-based visual servoing. As the 
aiming beam reaches the target within a specified tolerance or threshold, the laser is 
triggered. Once the vision system detects the laser firing, the next target is assigned and the 
procedure is repeated until completion of photocoagulation of all targets. Fig. 6.2 shows 
the overall setup with the Micron, vision, and laser systems. The overall control flow is 
depicted in Fig. 6.3. 

For the automated treatment, targets are first placed on the reconstructed retinal surface 
and then updated with respect to the movement of the eye by tracking blood vessels on the 
surface. The tracking feature is essential in order for the automated laser photocoagulation 
to compensate for movement of the eye in its  socket during operation [140], [141]. For 
example, vitreoretinal surgeons often manipulate the eye with a surgical tool to explore 
region of interest due to the limited field of view of operating microscopes; the patient 
(often sedated but not under general anesthesia) may also move their head and rarely the 
eye. Accordingly, voluntary/involuntary motion is inevitably introduced to the eyeball 
during operation, which would lead to failure of preoperative registration. To tackle this 

 
Fig. 6.3. Block diagram of the system, showing data and execution flow. 
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issue, we have developed an algorithm, called “eyeSLAM,” to both map and localize 
retinal vessels by temporally fusing and registering detected vessels in a sequence of 
frames [27]. 

For laser photocoagulation, an Iridex 23-gauge EndoProbe is attached to the tool 
adaptor of Micron, and an Iridex Iriderm Diolite 532nm Laser (Iridex, Mountain View, CA) 
is interfaced with the Micron controller.  

 

6.2.1 System Calibration 
To utilize vision information in control, we first register a pair of cameras in the stereo 

microscope to the Micron control system. Once the 2D camera coordinates are registered 
to the Micron control coordinates in 3D (called herein the “ASAP coordinates”), we can 
then define a target surface in the ASAP coordinates by matching multiple 
correspondences detected in the cameras. Since a common method relying on multiple 
views of a planar object would not be feasible in a microsurgical environment, we directly 
match a set of 3D tip positions measured by ASAP with a set of 2D positions detected by 
the camera. These procedures are accomplished by a single step to sweep the laser probe 
above the retinal surface while detecting the 2D positions of the tip and aiming beam in 
images.  

For the registration, a set of 2D tip positions 2i
c ∈p  , {L, R}c∀ ∈  and [1, N]i∀ ∈ , in the left 

and right images, are matched with the corresponding 3D ASAP tip positions 3i ∈ASAPP  , 

where N is the number of samples. We thus obtain camera calibration (or projection) 
matrices 3 4 ,  {L, R}c c×∈ ∀ ∈M   to map a point in 3D to projected points in 2D in both left 

and right images as in  (6.1) using a direct linear transformation (DLT) method [148].  

 ,  {L, R}ASA
c it

P
tip p c≡ ∀ ∈Mp P , (6.1) 

The coordinate registration is dependent primarily on the accuracy of the tip position in 
3D. However, the principle of the ASAP measurement may lead to an erroneous tip 
position, since we estimate the tip position from the pose of the LEDs mounted on the 
moving platform rather than directly measuring the tip. The resulting tip position is 
computed via rigid body transformation of the platform, taking into account a tool offset 

offsetT  at the tip, typically given by the length of the tool used, as in (6.2). 

 wt offset
ASAP

tip ≡ ⋅P P T , (6.2) 

where wtP  describes the position and orientation of the moving platform and acts as a 
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homogeneous transformation. Accordingly, any lateral deviations at the tip, such as x- and 
y-offsets due to misalignment or bending of the tool, affect the estimation of the tool tip 
pose, resulting in error in the coordinate calibration. As a long slender tool (~60 mm long 
with less than l mm diameter) is used in intraocular surgery, any small angular 
displacements of the tool could cause large lateral offsets at the tip. 

Hence, we propose a new approach to find the tip offsets offsetT and the projection 

matrices of the cameras simultaneously using an optimization technique. This idea is 
inspired by the observation of the projection error of the tool tip in images, given 
inaccurate tool offsets. The error between the projected and detected tip positions becomes 
significant under gross change of the orientation of the manipulator while scanning the tool 
over the surface. Therefore, we model the tip offsets in terms of angular variations xθ  and 

yθ , and the length of the tool 0l  in (6.3), and we collect data points while varying the 

orientation of Micron. 

 [ ]0 0 0)( ( ,     0) 0 1 T

offset x x y y lθ θ≡ ⋅ ⋅ =T R TR T  (6.3) 

The optimization minimizes the squared sum of the projection errors in the left and right 
camera as in (6.4). 

 
1

2 2min( ) )(( )i i i i
ProjL DetL ProjR D

n

i
etR

=

− +  −∑ p p p p , (6.4) 

where the ith projection of the tool tip using (6.1) is denoted by i
ProjLp  and i

ProjRp  for the left 

and right cameras, respectively. The tip positions detected in the corresponding images are 

  
 (a) (b) 

Fig. 6.4. Tip position collected during the calibration procedure. The red cross indicates the 
projection of the 3D ASAP tip position and the blue circle for the detected tip position in the left 
image. (a) Before tip-offset calibration. (b) After tip-offset calibration. 
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indicated as i
DetLp  and i

DetRp . We utilize the MatlabTM function ‘fminsearch.m’ for 

unconstrained nonlinear optimization, given the initial length of the tool. Fig. 6.4 shows 
the projection of the tool tip (red) and the detected tip (blue) on the left image. The 
projection results for a fixed tool offset along the z-axis and the optimal tool offsets 
including x- and y-offsets are presented in Fig. 6.4 (a) and (b), respectively. The average 
projection error decreases from 48.1 to 8.0 pixels by the optimization, compared to the 
fixed z-axis offset with a length of 55.0 mm. The resulting tip offsets are given as -694, 
115, and 54,153 µm for x-, y-, and z-offsets in the Euclidean space; the corresponding 
angular variations are 0.12° and 0.73° along x and y axes, respectively.  

 

6.2.2 Retinal Surface Reconstruction 
Reconstructing the retinal surface in 3D is necessary for planning burn patterns and 

regulating the distance of the laser tip from the surface in the automated operation. We 
adopt a structured light approach to reconstruct the 3D surface instead of the common 
method of relying on dense stereo matching of feature points in the left and right images. 
This is because the traditional key point detectors such as SIFT (scale-invariant feature 
transform) or SURF (speeded up robust features) are prone to fail on such the textureless 
retina [27]. To provide the structured light, we only need to sweep the Micron back and 
forth above the surface without a complex coding on the light due to the simplicity of the 
retinal surface (i.e., no discontinuities, no large spectral reflections, no opacity, and no 
occlusions). A red aiming beam emitted from the laser probe allows a substantial 
correspondence on the left and right images. 

Given the camera calibration in (6.1), we also obtain a point cloud in 3D by 
triangulating multiple pairs of aiming beams detected on the left and right images, which 
belongs to the retinal surface S . 

 S : 3 ( )i i i
beam D beamLeft beam t L RRigh S, , ,Φ ∈= M MP p p , [1, N]i∀ ∈ ,  (6.5) 

The resulting surface is then modeled as a plane in the ASAP space, rather than a curved 
surface such as a quadratic or spherical shape, which brings the simplicity in control as 
well as benefits the surface tracking. Furthermore, the least-squares type of spherical fitting 
would not work for such as a small area patch, compared to the entire area of the sphere, 
when containing noisy data points because of the nature of 3D reconstruction. For example, 
an area patch with 4-mm diameter covers only 2.5% of an entire sphere of the size of the 
typical human eyeball (25 mm in diameter), which is subject to failure to fit such noisy 
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data. Since only a relatively small area is observed through the microscope, the planar 
assumption does hold approximately in the area of interest, yielding depth error less than 
100 µm. This would be comparable to the error on the 3D points obtained from the 
triangulation. 

Consequently, we reconstruct the retinal surface as a plane with respect to the ASAP 
coordinates, by applying linear least squares fitting to the point cloud 3

i
beam DP  and also 

combining combined the fitting with RANSAC algorithm to eliminate noisy data.  The 
plane is described by a point 0P  lying on the plane and three principal components 

describing the plane, u , v , and n , where u  and v  are orthonormal vectors lying on the 
plane and n  indicates a surface normal. In addition, the planar homography is also derived 
in use of the 3D surface tracking. 
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6.3 Position-Based Visual Servoing 

6.3.1 Control Principle 
A goal position of the laser tip goalP  is first defined for aiming at a target, targetP , while 

maintaining a specific distance limd  above the surface along the tip as in (6.6). 

 ,   RCM target
goal target lim tool tool

RCM target

d
−

= + ⋅
−

=P
P P

P n n
P P

, (6.6) 

where tooln  is a unit vector of the laser probe and RCMP  is the RCM. Given the combination of 

the goal and RCM positions for the tool in 3D space, only five degrees of freedom are 
needed for control; rotation along the tool axis is not taken into account during the 
operation. Accordingly, a specific orientation is only allowed to the laser probe, which is 
constrained primarily by the location of the RCM. The corresponding parameters and 
control procedure are also visualized in Fig. 6.6. 

However, a small error in the tip position control may induce a large error between the 
target and the aiming beam on the surface, as the tip becomes far from the surface. Hence, 

 
Fig. 6.5. Visualization of the control procedure. 
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we adopt a PD controller as in (6.7), in order to compensate for 3D error, e . 

 ,   goal k dt beamip targetP P= ⋅ + =+ ⋅∆ −P e e e P PP  (6.7) 

Since the PD controller only minimizes the beam error on the plane (i.e., no constraint on 

vertical motion along the normal), we still need to adjust the goal position, in order to 

maintain the distance limit. The point on the surface planeP  is defined as the intersection of 

the ray along the laser probe with the plane, where the plane is described by a surface 

normal and a point on the surface ( n  and 0P ) in (6.8). Then, the axial distance from the 

surface tipd  is taken into account in the final goal position for keeping the distance limit as 

in (6.9). 

 0( , , , ),   intersecttip plane tip plane RCM tipd = − = PP P nP PP  (6.8) 

 ( )goal_new goal li t oi om lt pd d≡ + − ⋅P P n  (6.9) 

Both goal positions defined in (6.6) and (6.7) are selectively used in control because the 
aiming beam is not always visible. For instance, we fail to detect the aiming beam at the 
instant of laser firing, due to saturation on images. Furthermore, the beam is not reliably 
detected on a dark spot produced by a laser burn. Lastly, the visual servoing is slower than 
the control using a fixed goal position since the valid vision information is only allowed at 
30 Hz; for the rest of the time, not receiving a new image, positions relying on vision 
system are estimated by a Kalman filter. 

 

6.3.2 Surface Tracking 
Tracking the retinal surface is an essential feature to accomplish the fully automated 

laser photocoagulation because of uncontrolled eye movement during operation [141], 
[149]. Since vitreoretinal surgeons manipulate the eye with a surgical tool to explore 
region of interest, and since the patient also may move the eye, the voluntary/involuntary 
motion is introduced to the eyeball, which causes movement in the microscope view of the 
retina [27]. To tackle this issue, we have developed an algorithm, called ‘eyeSLAM’, to 
both map and localize retinal vessels by temporally fusing and registering detected vessels 
in a sequence of frames [27]. Although eyeSLAM works on such a textureless surface, 
providing the 2D localization of the vessels at 30 Hz, it is still challenging to apply the 
algorithm in order to attain a 3D localization result in real time. 
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Thus, we propose a method to extend the 2D localization based on eyeSLAM to 3D, 
utilizing a planar homography for the surface. Once eyeSLAM provides the vessel map of 
the left camera image, the map of the right image is derived from the homography 
transformation H  in (6.10), being assumed as a plane.  

 vR vL≡p Hp  (6.10) 

Given the vessel maps vLp  and vRp of the left and right images, the corresponding 3D map 

vP  is reconstructed via the triangulation of the maps as in (6.11). 

 ( )v vL vR L R, , ,Φ= p M MP p  (6.11) 

A common method to find a 3D transformation of such an amorphous point cloud is to 
run iterative closest point (ICP), but it is time-consuming due to the iteration. Hence, we 
utilize the 2D localization result of the left image to fully recover the 3D localization of the 
surface instead of applying ICP. Since the 2D localization is provided at each time step, we 
have a backward transformation 1( )t=k

2d_local
−TR  from time t = k to t = k-1 using the successive 

forward transformations 1
2
t k
d
= −TR  and 2

t k
d
=TR  as in (6.12). 

 1 11
2 2( ) ( )t=k t k t k

2d_local d d
− = − = −= ⋅TR TR TR  (6.12) 

 
 

Fig. 6.6. 3D planar surface tracking, utilizing the 2D retinal vessel mapping and localization 
(eyeSLAM).  
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The vessel map on the left image at time t=k is transformed to the map at time t=k-1 via 
the backward transform 

 11 ( )t k t=k t k
vl 2d_local vl
= − =−≡p TR p . (6.13) 

The 3D vessel map 1t k
v
= −P at time t=k-1 is also reconstructed using the homography mapping 

as we reconstruct the 3D vessel map t k
v
=P  at time t = k. Consequently, a 3D transformation 

between successive frames is attained from (6.10) without an effort to match an amorphous 
3D point cloud.  

 1
3

t k t=k t k
v d_local v
= = −≡P TR P  (6.14) 

The entire 3D transformation with respect to the initial position is acquired by cascading 
the 3D local transformations (6.15), which enables tracking of the moving surface. 

 1
3
t=k t=k t=k
d 3d_local 3d

−=TR TR TR  (6.15) 

The overall procedures are illustrated in  
Fig. 6.6.  
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6.4 Experiments and Results 

Multiple ring patterns are introduced in our experiments, as a typical arrangement for 
diabetic macular edema [38]. The targets are spaced 600 µm along the circumferences of 
multiple circles: 1, 2, and 3 mm in diameter. The total number of the targets planned in a 
single trial was 32. To burn the targets on a paper slide, the power of the laser was set as 
3.0 W with a duration of 20 ms; the colored background of the paper is a good absorptive 
material for the laser, yielding distinct black burns [26]. 

 

6.4.1 Control Performance 
We investigate the control performance of the system according to various error 

thresholds to trigger laser firing. This aims to find an acceptable threshold, taking into 
account accuracy and execution time. The manipulator was firmly affixed to a solid base, 
in order to eliminate other disturbances such as hand tremor. The tests were repeated for 
three trials and averaged, given thresholds of 20, 50, and 100 µm, resulting in the total 96 
burns. The error was evaluated by the calculation of the 2D distance between the target and 
actual burn locations. The burn location was found using either fitting an ellipse on a black 
spot or K-means clustering to distinguish adjoining spots. A green enclosure indicates the 
fitted ellipse and the blue dot is each center of the k-means clustering in resulting figures.  

The average errors are measured in a range of 26–30 µm for all settings. The standard 
deviations slightly increase from 11 to 14 µm as the threshold become larger. However, the 
execution time decreases from 31.9 to 21.4 s. Given the results, there is no statistically 
significant difference between the thresholds, 20 µm and 50 µm, in terms of the average 

 
 (a) (b) (c) 

Fig. 6.7. Automated laser photocoagulation results according to various control thresholds on a 
fixed paper slide under a clamped condition: 20 (a), 50 (b), and 100 µm (c). The red circles are 
overlaid as the indication of pattern sizes: 1, 2, 3 mm in diameter. 
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error. However, the difference is noticeable in execution times: decrease from 31.0 to 24.2 
s. Although the average error with 100 µm threshold is, of course, larger than the errors 
with the other lower thresholds, it is still acceptable in laser photocoagulation, compared to 
the size of the laser spot (200–400 µm). The representative results are presented in Fig. 6.7 
and the analysis details are summarized in Table 6.1. 

 

6.4.2 Handheld Performance 
We also evaluated the handheld performance of the automated system, comparing with 

manual operation, under a board-approved protocol. The user was not a trained surgeon.  
In manual operation, the laser was fired at a fixed rate, as is typical in laser surgery. The 
repetition rates were set to be 0.5 and 1.0 Hz, since acceptable results were attainable only 
with the rate below 1.0 Hz. For the automated trials, the thresholds were set to be 50 and 
100 µm from the results of the accuracy tests performed under the clamped setting. We 
also repeated these tests for three trials and averaged the errors.  

In the automated trials, there is no statistically significant difference in terms of the 
average error between the thresholds, although it exists in the clamped tests. Noticeably, 
the execution time drops from 44.0 to 22.9 s with the higher threshold, whereas it was 
similar under the clamped condition (24.2 and 21.4 s, respectively). This is because hand 
tremor involved in these tests leads the control system to reset the laser triggering and 
repeat it, in order to satisfy such a small threshold, which is subject to the increment in 
execution time. In the manual trials, the average errors are about 100 µm for both 0.5 and 
1.0 Hz repetition rates as shown in Fig. 6.8 (without a statistically significant difference), 

TABLE 6.1.  SUMMARY OF EXPERIMENTAL RESULTS FOR AUTOMATED LASER 
PHOTOCOAGULATION 

Type Clamped Handheld 
Eye 

Phantom 
Settinga 20 µm 50 µm 100 µm 0.5 Hz 1.0 Hz 50 µm 100 µm 100 µm 
Avg. b 26 26 30 102 104 36 38 65 
Std. b 11 13 14 57 55 19 19 32 
Max. b 69 73 103 250 265 109 96 175 
Timec 31.9 24.2 21.4 64.0 32.0 44.0 22.9 23.9 

aThe distance value for a threshold used in the automated trial. 
The frequency for a repetition rate set in the manual trial. 
bThe unit of error value is in µm. 
cThe unit of time is in s.  
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although the execution time is doubled with the 0.5 Hz repetition rate. Comparing the 
automated operation (100-µm thresholds) to manual operation (1.0 Hz), the average error 
is reduced by 63.5% (p = 121 10−× ): from 104 to 38 µm. The execution time is also decreased 
from 32.0 to 22.9 s (p = 52 10−× ). Representative results are presented in Fig. 6.9 and the 
overall results are summarized in Table 6.1. 

 
Fig. 6.8. Average errors for different tasks and settings, with error bars. 

 
Fig. 6.9. Handheld performance on a fixed paper slide: automated vs. manual. The top row shows 
the results of the unaided trials with 0.5 and 1.0 Hz. The bottom presents the results of the 
automated trials with 50 and 100 µm control thresholds. 
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6.4.3 Eye Phantom 
We used an eye phantom by developed by Johns Hopkins University in order to 

evaluate the performance of the automated system on moving targets. The eye phantom 
consists of a hollow 25-mm-diameter sphere molded from soft silicone to mimic the 
natural sclera. The eye phantom was allowed to freely rotate in a ball cup treated with 
water-based lubricant (K-Y® jelly) as shown in Fig. 6.2. We attached a piece of a paper 
slide on the inner surface of the eye phantom to make a burn and analyze the accuracy. 
Based on the handheld experiments conducted on the fixed targets, we adopted 100 µm as 
the appropriate threshold for this experiment in terms of accuracy and execution time. To 
compensate for eye movement, the preplanned targets were tracked during the task. The 
average error for three trials is 65 µm, which is larger than the result obtained on the fixed 
surface. Nevertheless, there is no significant increment in the execution time between the 
trials on the moving and fixed targets. Fig. 6.10 shows the resulting burns according to 
different time stamps, while successfully tracking the targets during the operation. 

  

 
Fig. 6.10. Demonstration of the automated intraocular laser photocoagulation in an eye phantom. 
The pink circles indicate the preplanned targets lying on the inner surface of the eye phantom. The 
green lines represent the artificial vein map as detected by the eyeSLAM algorithm, which tracks 
the vessels throughout the operation. 
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6.5 Summary 

We presented the automation of intraocular laser surgery using a newly developed 6-
DOF handheld micromanipulator. The 4-millimeter range enables the automated scanning 
of the laser probe, regulating the height of the probe from the retinal surface. The 
simultaneous calibration method contributes to improving the accuracy of the coordinate 
registration. In addition, the 3D tracking feature realizes the automated operation in a 
moving target such as in the eye phantom. As a result, the feasibility of automated 
intraocular photocoagulation was demonstrated in an eye phantom while tracking the 
movement of the retina and also maintaining a constant standoff distance from the retina.  

Compared to the semiautomated laser surgery using the 3 DOF Micron [26], the 
accuracy is significantly improved, providing 63.6% of error reduction between the manual 
operation with 1.0 Hz repetition rate and the automated operation with 100 µm threshold; 
the semiautomated system showed 22.3% error-reduction. Furthermore, the new 
manipulator allows automated depth control, which was not featured in the semiautomated 
system due to the limited workspace of the manipulator used, especially along the axis of 
the tool. This is an important factor for ensuring safety operation and also for reducing the 
cognitive burden of the surgeon.  

However, further developments are still required to apply the automated system in real 
vitreoretinal surgery. For instance, any large error in initial calibration may lead to the 
failure of servoing, because the control system relies primarily on the calibration and 
corresponding reconstruction of the target surface. Moreover, the automated operation is 
susceptible to actuator saturation, since hand-eye coordination is interrupted; during the 
several seconds of automated execution, the operator can easily drift to the edge of the 
reachable workspace without knowing it. 
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7 ROBOT-AIDED INTRAOCULAR LASER SURGERY 

II: HYBRID VISUAL SERVOING 

In this chapter, we introduce hybrid visual servoing for robot-aided intraocular laser 
surgery, incorporating an adaptive framework to mitigate calibration problems and to 
improve control. 

As discussed earlier, the initial prototype of the automated system still entails several 
drawbacks. First, the system requires accurate camera calibration and stereo reconstruction 
for position-based visual servoing. In that system, the servoing performance thus varied 
substantially depending on the accuracy of the 3D reconstruction used for describing all 
necessary points, such as the aiming beam and targets, and for modeling the retinal surface. 
Furthermore, the automated system is susceptible to actuator saturation, since manual drift 
is compensated and thus invisible to the operator. Accordingly, the preliminary work was 
limited to a single demonstration in the eye phantom without further quantitative 
evaluation. 

To address these issues, we adopt the hybrid visual servoing which has been suggested 
in visual servoing research, as a compromise between position-based and image-based 
visual servo controls [150], [151]. A custom-built graphical overlay system in the 
operating microscope is also used, in order to maintain hand-eye coordination during the 
time of automated execution. In addition, intraoperative anatomical tracking is 
implemented in order to provide automatic enforcement of avoidance zones, which 
prevents regions such as retinal vessels or the fovea from being mistakenly 
photocoagulated. 

Finally, its effectiveness is evaluated by trained vitreoretinal surgeons in a realistic eye 
phantom environment through a 23-gauge cannula based sclerotomy. We also perform 
comparative evaluation of automated, semiautomated, and unaided manual intraocular 
laser surgery with various control methods. 
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7.1 System Overview 

Most of hardware setups for the new robot-aided laser photocoagulation system are 
identical to the initial system described in Section 6.2. The robot-aided intraocular laser 
photocoagulation system primarily comprises the active handheld robot, Micron, the vision 
system, and the laser with the endoprobe, as shown in Fig. 7.1(a). Given image streams 
from two CCD cameras, 2D tip and aiming beam positions are detected by image 
processing. The 2D tip position is then used for system calibration between the cameras 
and the Micron control system. The aiming beam of the laser is used for visual servoing of 
the laser tip. In addition, the vision system is capable of tracking the retinal surface using 
the ‘eyeSLAM’ algorithm [27] for compensation of eye movement. For laser 

 
 

Fig. 7.1. Automated intraocular laser surgery system. (a) Handheld instrument (Micron) and eye 
phantom. (b) Overall system setup, including the Micron controller, the operating microscope, the 
graphical overlay system, and the laser controller. (c) Graphical overlays shown through the right 
eyepiece of the operating microscope. The green circles indicate the targets. The red bar at the 
upper right corner is the depth indicator representing the height of the laser probe from the retinal 
surface. The red circle on a target is the guidance cue to maintain the hand-eye coordination. The 
location and size of the circle represent the lateral and vertical positions of the laser probe, 
respectively.  
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photocoagulation, an Iridex 23-gauge EndoProbe is attached to the tool adaptor of Micron, 
and an Iridex Iriderm Diolite 532 Laser is interfaced with the Micron controller. Fig. 7.1(b) 
shows the overall setup with the Micron, vision, and laser systems. 

Once patterned targets are placed on a preoperative image, the laser probe is then 
deflected to correct 2D error between the aiming beam and the given target. During the 
operation, the system also maintains a constant standoff distance of the laser probe from 
the retinal surface. As the distance between the aiming beam and the target comes within a 
specified targeting threshold, the laser is triggered. Once laser firing is detected via image 
processing, the procedure is repeated until completion of all targets. Alternatively, the 
robot-aided execution can use a fixed repeat rate in place of a targeting threshold, as is 
normally used for manual operation. This control mode thus allows direct comparison with 
unaided operation. For this comparative study, we also implemented the semiautomated 
control algorithm used in [26], in which automatic control engages whenever the aiming 
beam comes within 200 µm of an untreated target. It is particularly useful for treating a 
large area with laser photocoagulation because the operation is not limited by the specific 
range of motion of the manipulator. The overall control flow is depicted in Fig. 7.2.  

 

 
Fig. 7.2. Block diagram of the system, showing data and execution flow.  

 

 

Camera 
Calibration

Surface 
Reconstruction

Acquire 2D to 
3D Mapping

Initial Calibration

Handle
Tracking

Tip
Tracking

Manipulator
Control

Micron System
(1 kHz)

Tip
Detection

Beam
Detection

Surface
Tracking

Vision System
(30 Hz)

Hybrid Visual Servoing

Target
Tracking

Preoperative 
Procedure

2D Beam
Error

Calcuate
Goal Tip 
Position

Correct
Depth

3D Goal Tip 
Position

Error < 
Threshold

Fire Laser

UDP

Plan 2D Targets

Preset Tip 
Depth

No

Yes



92 
 

7.1.1 Graphical Overlay System 
The new automated system is also equipped with a monocular graphical overlay system 

in the operating microscope [135], since surgeons are much more accustomed to operating 
with the microscope. Overlaid graphical cues include the preoperative targets, the distance 
of the laser tip from the retinal surface, and instructive cues to maintain hand-eye 
coordination. The locations of the targets are displayed as a set of circles and the distance 
is represented as an indication bar, as shown Fig. 7.1(c). 

To maintain hand-eye coordination during the time of robot-aided operation, two 
guidance cues are introduced. The first circular cue on the top-left corner of the screen 
represents the current displacement of the tool tip with respect to the nominal position in 
the manipulator. Hence, the cue is useful to prevent the manipulator from being saturated 
by reaching out of its workspace. The second cue overlaid on a current target shows the 
displacement of the null position with respect to the initial null position given at the 
beginning of a trial, where the null position is what the tip location would be if the 
actuators were turned off. The second cue is thus informative to keep hand-eye 
coordination, providing the operator with a virtual representation of the displacement of 
the instrument. As long as the operator keeps the position within a certain range of the 
initial position, the automated system can correct the errors and control the depth of the 
tool without reaching the edge of the workspace. To enhance perception of the 
displacement in 3D, it is represented in the display as a circle whose location and diameter 
correspond to lateral and vertical displacements, respectively (a larger circle indicates 
greater height, closer to the viewer, and vice versa). For seamless robot-aided operation, 
the operator is instructed to perform a hold-still task by keeping the second red circle 
centered as much as possible and maintaining a fixed size of the circle, with the blue circle 
as a reference. However, following these instructions is not strictly required as long as the 
manipulator is operating inside its workspace, as indicated in the first cue. 

In order to project overlay patterns into the operating microscope, we also need to 
register the visual overlay system attached to the microscope with the vision system. This 
calibration is to find a mapping between a virtual image created on the right eyepiece and 
an actual image captured by the right CCD camera. We use a planar homography 3 3×∈H   
for the mapping, given by manually matching several points seen through the microscope 
with those on the right CCD image: CProj CD≡ pHp , [1,  ]i k∀ ∈ , where  k  is the number of 

correspondences. As a result, virtual images created by the PC are overlaid on the right 
eyepiece with the targets via the homogenous transformation H , as shown in Fig. 7.1(c). 
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7.2 Hybrid Visual Servoing 

7.2.1 Control Principle 
We propose a hybrid control scheme for robot-aided intraocular laser surgery, in order 

to address the issues raised by position-based visual servoing, specifically, due to 
inaccurate stereo-reconstruction of the aiming beam and retinal surface, including placed 
targets. Any large error in the calibration procedure may lead to failure of the servoing, 
which is a weakness of such position-based visual servoing [152]. In the hybrid control, 
only selected degrees of freedom are controlled using visual servo control, and the others 
use position servo control. Castaño and Hutchinson introduced a hybrid vision/position 
control structure called visual compliance [153]. Specifically, the 2-DOF motion parallel to 
an image plane is controlled using visual feedback, and the remaining degree of freedom 
(perpendicular to the image plane) is controlled using position feedback provided by 
encoders.  

To apply such a partitioned control scheme to our system, the 3-DOF motion of the tool 
tip is decoupled into the 2-DOF planar motion parallel to the retinal surface and the 1-DOF 
motion along the axis of the tool. The decoupled 2-DOF motion is then controlled via 
image-based visual servoing, to locate the laser aiming beam onto a target position using a 
monocular camera. The 1-DOF axial motion is controlled to maintain a constant standoff 
distance from the estimated retinal surface. 

The first step is to register the CCD cameras with the Micron control coordinates (called 
herein the “ASAP coordinates”) by sweeping the tool above the retinal surface as 
described in Section 6.2.1. Given multiple correspondences between 2D and 3D tip 
positions, projection matrices are obtained for the left and right cameras cM  as in (7.1). 

 ,  {L, R}image ASAP
tip tipc c≡ ∀ ∈p PM , (7.1) 

where image
tipp  and ASAP

tipP  are 2D and 3D ASAP tip positions, respectively. We also reconstruct 

the 3D beam points that belong to the retinal surface via triangulation of aiming beams 

detected on images. The retinal surface is then described as a plane by linear least squares 

fitting on the 3D points, assuming a small area of interest within the eyeball. The resulting 

plane is thus defined in the ASAP coordinates in terms of a point 0P  belonging to the 

surface, and principal components, u , v , and n . The orthonormal vectors u  and v  lies on 

the plane, and n  indicates a surface normal. 
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For image-based visual servoing, we formulate an analytical image Jacobian instead of 
using feature points on images, since it is extremely challenging to robustly extract the 
feature points during intraocular operation. We first assume that the image plane is parallel 
to the retinal surface (regarded as a task plane), resulting in an interaction matrix 2 2

p
×∈J   

for differential motions, as in (7.2).  

 image task
p=∆ ∆ΘJx , (7.2) 

where image∆x  and task∆Θ  are differential motions in image and task planes, respectively. 
Herein, the task space planeΘ  defined at the ASAP coordinates is subject to the plane that 

models the retinal surface. The 2-DOF planar motion of the laser tip is thus allowed above 
the task space, where the tip motion is assumed to be parallel to the task space within a 
small range of motion. 

To derive the interaction matrix pJ , two differential motions are taken in the task plane 

with respect to the 3D point 0P  lying on the surface, using the orthonormal bases of the 

plane, u  and v : 

 0u − =P P u  and 0v − =P P v . (7.3) 

The corresponding differential motions in the image plane, u∆p  and v∆p  are then defined, 

using the projection matrix of the left camera in (7.4): 

 0u L u L−=∆ M P M Pp  and 0v L v L−=∆ M P M Pp . (7.4) 

Hence, the matrix pJ  between the task and image coordinates is composed by the two 

vectors, u∆p  and v∆p , as in (7.5).  

 [ ] 2 2
u v p

×=∆ ∆ Jp p I , (7.5) 

where 2 2×I  is an identity matrix; the differential motions in the task space, u  and v , are 
subject to canonical bases with respect to the task plane coordinates. The inverse of the 
interaction matrix, 1

p
−J , is obtained by taking the inverse of the matrix [ ]u v∆ ∆p p  that has 

full rank. The inverse matrix can also be decomposed by the magnitude and direction of 
mapping between the image and task plane coordinates as in (7.6). 

 
11
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s

−

−−    ∆ ∆
=    ∆ ∆    

p p
J

p p
,  (7.6) 

where scale factors, xs  and ys , are defined by u∆p  and v∆p , respectively. It is noted that 
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the scale factors can be substituted by zoom factors for a corresponding magnification of 
the operating microscope, while preserving the direction of motion. Hence, it would be 
useful for accommodating zoom optics frequently used in intraocular surgery. 

To control the tool tip in the ASAP coordinates, we extend the 2D vector task∆Θ  to the 
3D vector plane∆X  using the orthonormal bases of the plane described in the ASAP 
coordinates: 

 [ ]plane task=∆ ∆ΘX u v . (7.7) 

Since the tool tip is located above the plane by surfd , the actual displacement of the tool tip, 

corresponding to the motion of the aiming beam on the plane, is scaled down by the ratio 
of the lever arms, / ( )lever RCM RCM surfr d d d= + :  

 lev
actual plane
tip tiperr∆ = ∆X X , (7.8) 

where RCMd  is the distance of the tool tip from the RCM. Small angular motion pivoting 

around an RCM is assumed, as the displacement of the aiming beam is much smaller than 
the distance of the tool tip from the RCM. Finally, an image Jacobian J  is derived for 
visual servoing, given an error image

beam∆e  between target and current beam positions on the 

image plane: 

 1ASAP image
tip beam

−∆ = ∆E eJ ; (7.9) 

 [ ]1 1
lever pr− −=J u v J . (7.10) 

The goal position of the tool tip is set by a PD controller as in (7.11), subject to 
minimizing the error between the current aiming beam and the target positions. 

 tipgoal tip k tip dp p
•

= + ∆ + ∆P P E E  (7.11) 

When the aiming beam reaches the target via visual servoing, we still have a remaining 
degree of freedom along the axis of the tool in control. Hence, this 1-DOF motion is 
regulated to maintain a specific distance limd  between the tool tip and the retinal surface. 

Consequently, we incorporate a depth-limiting feature with image-based visual servoing in 
our control to fully define the 3-DOF motion of the tool tip, as in (7.12). 

 3 ( )goal_ dof goal lim oor t lsu fd d= + − ⋅P P n , (7.12) 

where tooln  is a unit vector describing the axis of the tool. As a result, the 2D error is subject 

to being minimized via the visual servoing loop, while the distance of the tool tip from the 



96 
 

 

Fig. 7.3. Visualization of the control procedure. The 2D beam error is minimized by image-based 
visual servo control parallel to the retinal surface, while maintaining the predefined distance of the 
laser tip from the retinal surface along the axis of the probe.  

retinal surface is regulated by the position control loop. The corresponding parameters and 
control procedure are also depicted in Fig. 7.3. 

 

7.2.2 Image Jacobian Update 
Our control scheme also incorporates an image Jacobian update during control in order 

to compensate any error in deriving such an analytical and static Jacobian. Although 
image-based visual servoing is achievable with an inaccurate Jacobian, the update 
framework is still beneficial to increase operation speed and particularly to avoid erroneous 
movement of the tool tip in microsurgery. 

Jacobian estimation has been widely adopted for uncalibrated visual servoing [154]–
[157]. The first approach was to apply an exponentially weighted recursive least-squares 
(RLS) update for Jacobian estimation [154]. Jagersand et al. presented a nonlinear least-
squares optimization method using a trust-region method and Broyden estimation [155]. 
However, these earlier works demonstrated the feasibility of uncalibrated visual servoing 
only for stationary targets. Later, Piepmeier et al. introduced dynamic visual servo control 
for target tracking [156]. 

In our control, an initial goal position for the tip is set primarily by the image Jacobian 
derived as in (7.9), which acts as an open-loop controller. The feedback controller in (7.11) 
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is then applied, in order to correct the remaining error between the target and current beam 
positions. This switching scheme is particularly crucial to address issues raised by 
unreliable beam detection, especially saturation in images at the instant of laser firing. 
Accordingly, accurate Jacobian mapping would reduce error in the open-loop control, 
leading to minimal closed-loop control. In addition, the accurate Jacobian allows us to 
apply high gains to the control without losing stability, which is desirable for control of 
such a handheld manipulator.  

Hence, we update the inverse of the partial Jacobian 1
p
−J  primarily to compensate the 

error given by the open-loop control. First, we define a desired displacement of the aiming 
beam desired

beam∆x  from a previous target to the next one. 

 ( )lever
desired
beam final initr∆ = −x x x  (7.13) 

The actual displacement of the tool tip is also defined as actual
tip∆P  in the ASAP coordinates as 

below. 

 actual
tip final init∆ = −P P P  (7.14) 

Using Broyden’s method [155], a new inverse Jacobian 
11 k

p
− +

  J  is formulated: 

 11
1

1 ( )tip p
T

k k beam beam

T
be m ma

p p
bea

−
− −+ ∆ − ∆ ∆

   = +    ∆ ∆

p x x
x x
J

J J ;  (7.15) 

 
tip tip

T T
i

T

t p ∆ = ∆ ∆ p u P v P . (7.16) 
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7.3 Experiments and Results 

7.3.1 Experimental Setup 
We used an eye phantom made of a hollow polypropylene ball with 25-mm diameter, in 

order to evaluate the performance of the automated system on moving targets. The portion 
presenting the cornea was open, and the sclerotomy locations for insertion of a light-pipe 
and the tool are formed by rubber patches. The eye phantom can freely rotate in a ball cup 
treated with water-based lubricant (glycerin and hydroxyethyl cellulose), as shown in Fig. 
7.1(a). A slip of paper was attached to the inner surface of the eye phantom, as a target 
surface for burns. 

Multiple ring patterns were also introduced in our experiments, as a typical arrangement 
for the treatment of proliferative retinopathy [38]. The targets were uniformly placed 600 
µm apart around the circumference of rings 1, 2, and 3 mm in diameter. The arrangement 
thus provided 5, 11, and 16 targets on each circle, respectively, for a total of 32 targets per 
trial. As an indication of the targets, 200-µm green dots were printed on the paper slide so 
that they were used for targeting cues in manual trials. In addition to the circular arrays of 
targets, artificial blood vessels were also printed on the paper. This artificial vasculature 
allows tracking the movement of the eye, based on the eyeSLAM algorithm [27]. We also 
introduced four fiducial markers outside the targets to align the preoperative targets with 
the printed green dots. After completion of automated trials, the markers were 
postoperatively re-aligned to provide the ground truth for further evaluation. Hence, we 
evaluated errors caused by both control and tracking performance. 

For laser photocoagulation, an Iridex 23-gauge EndoProbe was attached to the tool 
adaptor of Micron and an Iridex Iriderm Diolite 532nm Laser (Iridex, Mountain View, CA) 
was interfaced with the Micron controller. To burn the targets on a paper slide, the power 
of the laser was set at 3.0 W with a duration of 20 ms. 

We evaluated the performance of the automated system, comparing with manual 
operation, under a board-approved protocol. Two retinal surgeons participated in the 
experiments; one had prior experience with Micron, whereas the other did not. For 
automated operation, the targeting thresholds to trigger laser firing were set in a range of 
50–200 µm, in order to investigate the effectiveness of the operation in terms of accuracy 
and execution time. In manual operation, the laser was fired at a fixed rate, regardless of 
convergence on the target, as is typical in intraocular laser surgery. According to typical 
settings used clinically, the firing rates were in the range 1.0–2.5 Hz with a step increment 
of 0.5 Hz. We also repeated these tests for three trials. 
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To demonstrate the avoidance feature, we applied the eyeSLAM algorithm, capable of 

identifying blood vessels. The ring patterns used in performance evaluation were also 

placed on the eye phantom, but the system was programmed not to treat any target within a 

distance of 200 µm from the vessels identified. This limit of 200 µm was selected based on 

the size of a laser burn and the targeting threshold; since the radius of a burn is 

approximately 150 µm, and the targeting threshold was set to be at least 50 µm, the edge of 

the burn could potentially touch a blood vessel located 200 µm from the center of a target. 

 

7.3.2 Data Analysis 
To evaluate the accuracy of operation for each trial, the resulting image was binarized 

to identify black dots, and then underwent K-means clustering to find the centroid of each 
burn. Nearest-neighbor matching was then used to find corresponding targets. Since 
preoperative targets are subject to moving during operation, the targets were re-aligned 
after completion of each task for the error analysis, using the fiducial markers printed on 
the paper slide. Hence, we were allowed to evaluate the overall error composed of both 
positioning and tracking errors, by calculation of the 2D distance between the target and 
actual burn locations. In addition, the execution time of each trial was measured, and also 
represented as an equivalent frequency of burns per second.  

We collected the data from 48 trials in total, given that the two subjects repeated each of 
the four test conditions of the automated and manual operation modes three times. As a 
result, 6 frequency measurements and 192 burn errors were obtained for each test condition, 
and then averaged for further analysis. 

Two-sample t-tests were conducted to examine statistical differences between 
automated and manual operation, and also differences between the subjects in each control 
setting. Since frequencies obtained from the automated trials were not necessarily equal to 
those used in the manual trials, the average error and standard deviation were interpolated 
within a frequency range of 1.0–1.75 Hz with a 0.25-Hz step size in order to run the t-tests 
under equivalent frequency settings. 

In addition to the error analysis, we dealt with invalid or spurious burns, which were 
found particularly in manual trials. For example, the operator sometimes failed to burn a 
target due to lack of energy delivered from the laser probe because the probe was too far 
from the retinal surface; this is noted as “untreated” in our analysis. Moreover, we call any 
burn “misaimed” if the error is greater than the half of the target spacing (i.e., 300 µm) or 
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if multiple burns are aggregated around a single target, such that a misaimed burn would 
be totally off from an originally aimed target, or would be closer to other targets than the 
aimed target. Thus, only detectably one-to-one correspondences between burns and targets 
were taken into account in the data analysis. 

 

7.3.3 Results 
Fig. 7.4 shows representative results from automated and manual trials. In the 

automated trials, the visibly regular sizes of burns are attained, whereas the sizes vary 
considerably in the manual trials because of the difficulty in maintaining a consistent 
distance from the target surface. 

Fig. 7.5 presents average error from automated trials in blue, with error bars indicating 
standard deviation. The average error gradually increases from 45 ± 27 to 60 ± 37 µm as 
the targeting threshold increases from 50 to 200 µm, while execution time drops from 46.6 
to 18.7 s (i.e., effective frequency increases from 0.69 to 1.71 Hz).  There is no statistically 
significant difference in average error between the subjects for each threshold setting in the 
automated trials (p ranges from 0.10 to 0.64). Fig. 7.6 shows the normalized histograms of 
error for the total 192 burns measured in each setting. According to the distributions, the 
errors in automated operation are tightly clustered around the average, shown as a vertical 

 
Fig. 7.4. Results from eye phantom trials. The top row (a–d) presents automated trials with 
targeting tolerances of 50–200 µm: (a) 50 µm, (b) 100 µm, (c) 150 µm, and (d) 200 µm targeting 
threshold. The bottom row (e–h) shows manual trials with laser repeat rates of 1.0–2.5 Hz: (e) 1.0 
Hz, (f) 1.5 Hz, (g) 2.0 Hz, and (h) 2.5 Hz repetition rate. 
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green line. 

It is noted that the error is sometimes noticeably lower than the targeting thresholds 
specified, due to internal latency within the laser system, between triggering of the system 
and actual firing of the laser. The laser probe is thus kept in control during the delay (about 

 
Fig. 7.5. Overall mean error for automated and manual trials at various speeds. Errror bars indicate 
standard deviations from the analysis of the total 192 burns at each setting. 

 

 
Fig. 7.6. Normalized histograms of error for automated and manual trials. The left column shows 
the normalized histograms of error obtained in the automated trials. The right column shows the 
normalized histograms of error for the manual trials. A green vertical line indicates the mean error 
of each distribution. 
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180 ms), even after being triggered by entering of the aiming beam into the specified 
targeting zone. The fastest operation is allowed under a setting of the 200-µm threshold, 
while its average error is slightly greater than at lower thresholds. Even the largest error in 
the automated trials is still acceptable in laser photocoagulation, compared to the size of 
the laser spot (200–400 µm). The execution time is noticeably reduced by 20.3 s when the 
threshold is increased from 50 to 100 µm; the reduction is less than 5.0 s between the other 
higher thresholds. This is because error due to hand tremor becomes a prominent source of 
error when the threshold is as low as 50 µm. To satisfy such a small threshold, the control 
system is prone to resetting the laser trigger and then repeating it, which increases 
execution time.  

The average error in the manual trials rises rapidly  from 102 ± 67 to 174 ± 98 µm 
according to the increment of repetition rates used (shown as the red line in Fig. 7.5), 
compared to the error increment in the automated trials. As we found no statistically 
significant difference between the subjects in the automated trials, the same holds also for 
the manual trials (p ranges from 0.16 to 0.41), except at 1.0 Hz (p = 0.003).  Compared to 
the distribution of errors obtained in automated trials, the errors in manual operation are 
more widely spread over the error range of interest, as seen on the right side in Fig. 7.6. 

Erroneous outcomes (untreated and misaimed burns) become pronounced in the manual 
trials as the firing rate increases, whereas such erroneous burns are not found in any of the 
automated trials, as shown in Fig. 7.7. Hence, the manual operation is marginally 

 
Fig. 7.7. Proportion of erroneous outcomes over the entire targets. The blue bar indicates the 
percentage of untreated targets due to lack of energy delivered to targets. The red bar stacked over 
the blue bar shows the percentage of misaimed burns, either yielding extraordinary error or 
aggregating around a single target. 
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accomplished at the higher repetition rates due to lack of time to precisely maneuver the 
laser probe and also to adjust the height of the tool from the retinal surface. As a result, for 
example, in the manual trials at a firing rate of 2.5 Hz, erroneous burns represent 30% of 
the entire pattern. The analysis details for automated and manual trials are summarized in 
Table 7.1.  

Given the interpolated data at the equivalent frequency settings, the average error in the 
automated trials is reduced by 53.0–56.4% compared to the manual trials, resulting in 
statistically significant differences for all equivalent frequencies (p ranges from 10-20 to 10-

24). The interpolated data and analysis results are described in Table 7.2. 

Finally, the result of the avoidance feature is demonstrated in Fig. 7.8, where white 
circles mark the targeted locations to be burned and black circles mark the target locations 
to be avoided. The 200-µm threshold set for the demonstration caused half of the initial 
targets to be bypassed. 

TABLE 7.2.  SUMMARY OF EXPERIMENTAL RESULTS 

Trial Control 
Setting 

Execution 
Time (s) 

Frequency 
(Target/s) Error (µm) Untreate

d Rate 
Misaimed 

Rate 

p-value 
between 
subjects 

Automated 

50 um 46.55 0.69 45 ± 27 0.0% 0.0% 0.643 

100 um 26.25 1.22 50 ± 28 0.0% 0.0% 0.162 

150 um 21.75 1.47 57 ± 36 0.0% 0.0% 0.169 

200 um 18.72 1.74 60 ± 37 0.0% 0.0% 0.101 

Manual 

1.0 Hz 32.01 1.00 102 ± 67 5.2% 2.1% 0.003 

1.5 Hz 21.35 1.50 124 ± 71 6.3% 4.7% 0.300 

2.0 Hz 16.26 1.97 152 ± 92 11.5% 15.0% 0.411 

2.5 Hz 13.20 2.42 174 ± 98 12.5% 20.1% 0.164 
 

TABLE 7.1.  COMPARISON OF AUTOMATED AND MANUAL TRIALS 
WITH THE INTERPOLATED DATA AT EQUIVALENT FREQUENCIES. 

Frequency 
(Target/s) 

Automated 
Error 
(µm) 

Manual 
Error 
(µm) 

Error 
Reduction 

(%) 
p-value 

1.00 Hz 48 ± 28 102 ± 67 53.0 3.29×10-20 

1.25 Hz 51 ± 29 113 ± 69 55.0 1.16×10-23 

1.50 Hz 58 ± 36 124 ± 71 53.6 4.13×10-24 

1.75 Hz 61 ± 37 139 ± 83 56.4 9.17×10-25 
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Fig. 7.8. Automated avoidance of blood vessels in automated laser photocoagulation. (a) Target 
placement before the photocoagulation. Empty black circles show avoided targets within 200 µn of 
a vessel. The green lines represent blood vessels automatically identified by the eyeSLAM 
algorithm. (b) After completion of the automated laser photocoagulation.  
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7.4 Comparative Evaluation 

We investigated the performance of robot-aided intraocular laser surgery for both 
“automated” and “semiautomated” operations under a board-approved protocol. 
Performance was evaluated in terms of accuracy and speed of operation, compared to 
unaided operation (with Micron turned off). The aided operation was controlled by setting 
a targeting threshold or a fixed repetition rate. We conducted the experiments under two 
test conditions: unconstrained (or “open-sky”) and constrained (eye phantom) 
environments. The open-sky test focuses primarily on the control performance of the 
robot-aided operation itself, while eliminating effects caused by the retinal tracking 
algorithm. On the other hand, the eye phantom provides much similar environment to 
realistic intraocular surgery. However, the overall performance may be affected by 
disturbance at the RCM, and the accuracy and robustness of the retinal tracking algorithm. 
Moreover, in the unconstrained experiment, the operator is allowed to freely move the 
instrument (e.g., both translation and rotation). On the other hand, in the constrained 
experiment, rotation (pivoting around the RCM) and axial motions are rather desirable, 
since transverse motion leads to the movement of the eye ball, resulting in the movement 
of the targets. 

 

7.4.1 Experimental Setup 
The experimental setup is similar to the prior setup used for the evaluation of the hybrid 

visual servoing. We introduced the same triple ring patterns, and the targets were 
preoperatively placed on along the circumferences of multiple circles with 600-µm spacing: 
1, 2, and 3 mm in diameter. As an indication of the targets, 200-µm green dots were 
printed on a paper slide, which were used for targeting cues in unaided trials. In addition, 
four fiducials were introduced to align the preoperative targets with the printed green dots 
before the procedure. The fiducials were also postoperatively used to provide the ground 
truth for error analysis, taking into account error resulting from both the servo control and 
the retinal tracking. To burn targets on the paper slide, the power of the laser was set as 3.0 
W with a duration of 20 ms, which yields distinct black burns on the paper. To evaluate the 
accuracy of operation for each trial, the resulting image was binarized to find black dots 
and then underwent K-means clustering to find the center of each burn. Error between the 
burn and the target locations was measured. 
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7.4.2 Open-Sky 
A slip of paper was fixed on a flat surface under the operating microscope. In automated 

trials, five targeting thresholds were set in a range of 30–200 µm, in order to characterize 
the resulting error and speed of operation, depending on the thresholds. The same setting 
was also adopted in semiautomated trials. For unaided operation, repetition rates were set 
to be 0.5–2.5 Hz with a step increment of 0.5 Hz, as acceptable results were attainable only 
with the rate below 2.5 Hz. We also repeated these tests for four trials and averaged errors, 
resulting in a total of 128 burns. 

The mean error in automated operation slightly increases as the targeting threshold 
increases, whereas the execution time drops significantly from 29.4 to 14.3 s with higher 
thresholds. Similar trends are also found in the automated trials with fixed repeat rates. 
However, the mean error in semiautomated operation exponentially increases as the 
execution time decreases, as shown in Fig. 7.9. Interestingly, the semiautomated operation 
could not be performed at a 2.5 Hz repetition rate, while the unaided operation could 
marginally be done. This is because the operator instantaneously loses the hand-eye 
coordination, while the tip is being deflected to correct the aiming beam error, which 
requires extra time to accommodate the transition for switching the control back to the 
manual operation. 

Representative results for the 1.0 Hz repetition rate are presented in Fig. 7.10 (a)–(c).  

 
Fig. 7.9. Targeting error vs. effective frequency in both open-sky and eye phantom tasks. 
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Fig. 7.11. Representative figures for a 1.0 Hz repetition rate in the open-sky and the eye phantom 
tasks. The top row shows the results from the open-sky task:  (a) automated, (b) semiautomated, 
and (c) unaided trials. The bottom row shows the results from the eye phantom task: (d) automated, 
(e) semiautomated, and (f) unaided trials.  

 

 

       
Fig. 7.10. Average error for various repetition rates in the open-sky task. Error bars indicates the 
standard deviation of the average error over128 burns. Statistical significances from the ANOVA 
tests are presented as blue lines: ***p < 1.0×10-20, **p < 1.0×10-10, and **p < 1.0×10-2. 

 

 



108 
 

The overall results are summarized in Table 7.3, including statistical analysis for three 
possible combinations via the ANOVA tests: automated/semiautomated, 
automated/unaided, and semiautomated/unaided. Statistically significant differences 
between the automated and the unaided trials are found across all repetition rates (p < 
1.0×10-20). 

 

 

7.4.3 Eye Phantom 
In the eye phantom task, we selectively adopted a few control settings from the open-

sky task, considering the effectiveness of operation in terms of accuracy and execution 
time. As a result, the targeting thresholds were set to 50 and 100 µm for automated and 
semiautomated trials. The repetition rate was varied up to 2.0 Hz, at which the unaided 
operation could marginally be performed in the eye phantom, since maneuverability of the 
tool was limited by the fulcrum at the scleral entry.  

The interruption of hand-eye coordination became pronounced, specifically, in 
semiautomated operation, as the operation speed increased, due to limited dexterity in the 
eye phantom. As a result, semiautomated trials were possible only up to 1.0 Hz. Noticeably, 
the mean error is increased in both automated and semiautomated trials, compared to the 

TABLE 7.3.  SUMMARY OF EXPERIMENTAL RESULTS IN OPEN-SKY TASK 

Control 
Type 

Execution  
Time (s) 

(Auto/Semi or All) 

Automated 
(µm) 

Semi- 
automated 

(µm) 

Manual 
(µm) 

Error Reduction (%) 
Auto/Semi Auto/Manual Semi/Manual 

30 µm 29.4/48.6 33 36 - 6.7 - - 

50 µm 22.8/39.1 34 39 - 13.9 - - 

100 µm 19.5/30.7 41 54 - 23.0 - - 

150 µm 16.1/30.1 41 52 - 19.7 - - 

200 µm 14.3/28.2 42 54 - 23.1 - - 

0.5 Hz 64.0 31 39 80 21.1* 61.4*** 51.0** 

1.0 Hz 32.0 33 39 82 13.2  59.3*** 53.1** 

1.5 Hz 21.3 39 68 105 42.9** 63.4*** 35.9* 

2.0 Hz 16.0 36 105 111 65.6*** 67.4*** 5.4 

2.5 Hz 12.8 48 - 142 - 66.2*** - 

“Auto” and “Semi” stand for automated and semiautomated, respectively. 
Statistical significances from the ANOVA tests: ***p < 1.0×10-20, **p < 1.0×10-10, and *p < 1.0×10-2.  
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results obtained in the open-sky tests, whereas the errors in the unaided operation are lower. 
It is considered that the fulcrum supports the laser probe during the unaided operation, 
resulting in stabilization of the tool. On the other hand, the fulcrum degrades control 
performance in the aided operation by applying external force to the tool, creating a 
disturbance to the control system. Due to these effects, the semiautomated trials do not 
show any statistically significant difference from the unaided trials. On the other hand, 
high accuracy is still achieved in the automated trials, all of which were significantly better 
than unaided performance.  

Representative results for the 1.0 Hz repetition rate in the eye phantom are shown in Fig. 
7.10(d)–(f), and the overall results are summarized in Table 7.4 

       
Fig. 7.12. Average error for various repetition rates in the eye phantom task. Error bars indicates 
the standard deviation of the average error over128 burns. Statistical significances from the 
ANOVA tests are presented as blue lines: **p < 1.0×10-10  and **p < 1.0×10-2. 
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TABLE 7.4.  SUMMARY OF EXPERIMENTAL RESULTS IN EYE PHANTOM TASK 

Control 
Type 

Execution 
Time (s) 

(Auto/Semi or All) 

Automated 
(µm) 

Semi-
automated 

(µm) 

Manual 
(µm) 

Error Reduction (%) 
Auto/Semi Auto/Manual Semi/Manual 

50 µm 49.6/55.8 39 43 - 8.9 - - 

100 µm 26.2/36.3 48 48 - 0.0 - - 

0.5 Hz 64.0 43 45 54 4.2 21.1* 17.7 

1.0 Hz 32.0 45 61 70 27.0* 36.3* 12.7 

2.0 Hz 16.0 53 - 102 - 48.2** - 

“Auto” and “Semi” stand for automated and semiautomated, respectively. 
Statistical significances from the ANOVA tests: ***p < 1.0×10-20, **p < 1.0×10-10, and *p < 1.0×10-2.  
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7.5 Summary 

The improved system presented in this study demonstrates robot-aided laser 
photocoagulation for intraocular surgery using hybrid visual servoing. The proposed 
hybrid control scheme is well suited to robot-aided intraocular laser surgery, as it deals 
well with inaccuracy in 3D reconstruction. The image Jacobian update also improves the 
control performance by allowing the increment of gains used for visual servoing. 
Consequently, the automated system greatly improves the accuracy of laser 
photocoagulation, compared to conventional manual operation, showing statistically 
significant differences in average error. It is also found that the hybrid control approach 
improves the accuracy of robot-aided operation, compared to the position-based visual 
servo control [146]; the average error is reduced by 26.2%.  

In addition, the graphical overlay system allows the surgeon to operate the system in a 
user-friendly fashion while directly viewing through the operating microscope. The visual 
cues designed to maintain hand-eye coordination were useful in robot-aided operation, 
allowing  repeatable experiments in both in the open-sky and eye phantom tasks, 
alleviating the limitations of previous work [146]. Automated avoidance of critical 
anatomy was also demonstrated by localizing and tracking of blood vessels; this can 
reduce the cognitive load of the surgeon when operating near critical structures such as the 
fovea. 

In the comparative evaluation, the fixed-repeat-rate control in aided operation allowed 
direct comparison to unaided operation at equal firing rates. Hence, it is found that the 
automated operation still shows significantly lower errors, compared to the unaided 
operation, although the performance is slightly degraded by constraints in the eye phantom. 
Compared to semiautomated laser surgery using the 3-DOF Micron [26], the performance 
was significantly improved in terms of the mean error: from 129 to 39 µm at the 1.0 Hz 
repeat rate. As a result, the error is reduced by 53.1%, whereas the error reduction with the 
3-DOF Micron was only 22.3%.  

The comparative study presented in this paper could be a general guideline for 
development of robot-aided intraocular surgery using handheld instruments. For example, 
the investigation of the semiautomated operation under both constrained and unconstrained 
environments would be meaningful for design of a human-in-the-loop system.  Transition 
between unaided and aided operations should be considered for further study.  
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8 ROBOT-AIDED INTRAOCULAR LASER SURGERY 

USING MONOCULAR VISION 

The ultimate goal of this thesis is to extend the benefit of the handheld 
micromanipulator to automated microsurgery in conjunction with image-guidance. In 
particular, we aim to accomplish automated intraocular laser surgery in an intact eye. To 
achieve this goal, we need to address problems in visual servoing in the eye, such as 
unreliable detection of image features due to illumination changes and optical distortion by 
the complex eye and imaging system. We therefore propose hybrid visual servoing of the 
handheld micromanipulator using a monocular camera, which involves retinal surface 
estimation based on structured light and partitioned visual servoing with image Jacobian 
updates. 
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8.1  Related Work 

In earlier work, we have shown that the new handheld micromanipulator can perform 
automated tasks such as intraocular OCT probe scanning or laser photocoagulation with an 
enlarged workspace [115], [146]. Specifically, automated laser photocoagulation systems 
presented so far necessitate the registration of camera coordinates with the global 
coordinates (referred as the ASAP coordinates), in order to maneuver a laser probe on the 
retinal surface. As described earlier, we have adopted a conventional camera calibration 
technique (DLT: the Direct Linear Transformation) for the registration, and then 
reconstructed the retinal surface by the triangulation of feature points on the surface using 
stereo cameras [146]. However, it would not be suitable to apply the same technique in an 
intact eye, since camera calibration and resulting surface reconstruction are prone to failure 
in such a complex eye due to considerable optical distortion and unreliable vision detection. 
Most calibration methods primarily assume a classical perspective camera model in a 
single medium such as air, but the assumption would not hold for a complex eye model 
entailing the refraction of the light [158]; the eye is filled with vitreous humor (replaced 
with saline or silicon oil during operation to maintain constant intraocular pressure) and is 
also covered with a cornea and contact lens (or BIOM lens: Binocular Indirect 
Ophthalmomicroscope) to provide a wide-angle view during operation.  

This difficulty in intraocular surgery has led to the development of new 3D localization 
methods for controlling a microrobot inside the eye, taking the unique optical 
characteristics into account [158], [159].  Bergeles et al., introduced a focus-based method 
accounting for the optics of the human eye in the imaging and localization of the 
microrobot with a single stationary camera [158]. They adopted an optical model called the 
Navarro schematic eye, based on biometric data. The study showed the feasibility of the 
technique on a variety of ophthalmic microscopes even with uncertainties of optical 
parameters used in modeling. However, the localization error is limited to a few hundred 
micrometers, and drift compensation and servoing of the microrobot were not 
demonstrated due to the real-time problem [159]. Visual servoing of the microrobot was 
recently demonstrated in a phantom eye model, under a setup close to ophthalmic 
microscopy [159]. A new intraocular projection model (Raxel-based projection model) was 
introduced to accurately localize the microrobot in real time. However, the servoing error 
still stays at the level of a few hundred micrometers, which is substantially large in 
microsurgery. In addition, it is complicated to model the eye with a large set of optical 
parameters, each of which brings its own uncertainty. 
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In contrast to the microrobot relying on vision feedback for localization, Micron always 
provides the tool tip pose with respect to the ASAP coordinates. Consequently, we do not 
require localizing the tool tip, but do still need to register the imaging system in the ASAP 
coordinates to utilize vision feedback for control. This unique feature of the Micron system 
allows us to avoid complex modeling of the imaging system in intraocular surgery, since 
we can partition degrees of freedom in controlling the tool tip as demonstrated by hybrid 
visual servoing in Chapter 7; the 3-DOF tip control can be decomposed into 2-DOF 
transverse control parallel to the retinal surface and 1-DOF control along the axis of the 
tool. If the retinal surface can be approximated in the ASAP coordinates, we can use a 
monocular camera for control, instead of using a stereomicroscope and considering the 
complex optical system to reconstruct the surface in 3D space.  

 Therefore, we propose a new method to estimate the retinal surface with a monocular 
camera, utilizing the scanning capability of the 6-DOF Micron. The estimation can be 
realized by introducing a structured light approach and analyzing the projective geometry 
of aiming beam trajectories on images. Moreover, we update an image Jacobian used for 
the aiming beam control because the estimated Jacobian potentially includes error due to 
the approximation of the system and nonlinearity. Consequently, the proposed method 
does not rely on the complicated calibration of the entire system. 

 

The proposed approach includes four steps as follows: 

• Estimate the retinal surface in the 3D ASAP coordinates, by scanning an aiming 
beam; 

• Find an image Jacobian from the surface estimation, which is initially assumed to 
be parallel to the image plane; 

• Apply the hybrid visual servoing for the 3-DOF tool tip control; 

• Update the initial Jacobian, given error measured while servoing the tool. 

Since the hybrid visual servoing and an adaptive framework have been already 
validated in the previous chapter, we focus primarily on the monocular surface estimation 
in this chapter.  
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8.2 Retinal Surface Estimation using Monocular Vision 

We propose a new method to estimate the retinal surface with a monocular camera, by 
introducing predefined beam scanning on the surface. To find the surface in the ASAP 
coordinate with a single camera, we use the projective geometry of a beam trajectory 
created by scanning a laser probe, because the aiming beam is highly detectable in the eye, 
regardless of illumination change. The retinal surface is assumed to be parallel or near 
parallel to an image plane. As depth of field in microscopic imaging is quite shallow, 
focused images can be obtained only when the surface is located within a very narrow 
region perpendicular to the optical axis of the microscope [160]. Hence, the projective 
geometry of the aiming beam is allowed by assuming the retinal surface to be locally 
planar in an area of interest. 

Regardless of optical distortion, the ray of an aiming beam always intersects with the 

 

 
Fig. 8.1. Illustration of a conic section shown as an ellipse on the retinal surface. 
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surface. For example, the circular motion of the laser probe with an RCM results in a conic 
shape of the beam trajectory about the nominal axis of the tool. The trajectory is shown as 
an ellipse on a plane, subject to a conic section cut by the retinal plane, which is assumed 
planar, as depicted in Fig. 8.1. It is then found that the shape of the ellipse, i.e., the aspect 
ratio, is related to the tilted angle of the plane that cuts the cone. Therefore, our goal is to 
find a plane regarded as the retinal surface, in terms of a plane normal and a point that lies 
on the plane, using the relationship of the projected ellipses.   

A similar interpretation utilizing such a circle-ellipse relationship has been investigated 
in computer vision and tomography [161], [162]. Chen et al. introduced a camera 
calibration method using two coplanar circles, analyzing the shape of ellipses shown on a 
camera [161]. The relationship was also explored for the calibration of a cone-beam 
scanner used in both x-ray computed tomography and single-photon emission computed 
tomography [162]. Interestingly, it also uses circular traces subject to ellipses on the 
detector and the calibration geometry is determined analytically using the parametric 
description of these ellipses. 

 

8.2.1 Projective Geometry Analysis 
We use circular scanning of the laser probe to project an ellipse on the plane to be 

estimated. First, the laser probe is scanned to generate a circular pattern around a pivot 
point, which could be regarded as an RCM in vitreoretinal surgery. The ray from the laser 
probe results in a cone beam in 3D space as shown in Fig. 8.1. Once the resulting 
trajectory is detected in a sequence of images, it is fitted as an ellipse. The fitted ellipse is 
then parameterized by following descriptions: 

• ec : The center of the ellipse; 

• am : The half length of the major axis; 

• bm : The half length of the minor axis; 

• eθ : The inclination angle from the x-axis of the image plane. 

The ellipse is regarded as the conic section cut by the tilted plane to be estimated. Thus, 
the plane can be described by the rotation of the plane initially perpendicular the axis of the 
cone. It is found that the axis of the rotation to form the ellipse can be any vector 
orthogonal to the axis of the cone. Fig. 8.2 shows the tilted plane and corresponding ellipse 
on the conic section, given rotation about the y-axis of the cone. We then define the angle 
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of rotation planeθ , using the aspect ratio of the ellipse and the opening angle of the cone as in 

(8.1). 
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where the aspect ratio γ  and the opening angle coneθ  are defined in (8.2) and (8.3), 

respectively. 

 b

a

m
m

γ =  (8.2) 

 tan RCM
cone

cone

h
r

θ =  (8.3) 

Given the angle of rotation planeθ , we can estimate a point belonging to the plane as an 

offset planed  from a vertex RCMP  along the axis of the cone.  If the scale factor of the image, 

cams , is known, the point on the plane can be described as planeP  in the ASAP coordinates, 

using (8.4) and (8.5). 

 
Fig. 8.2. Cone beam analysis and corresponding parameters to describe a target plane. 
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 plane RCM plane coned= −P P v , (8.5) 

where conev  is a unit vector representing the axis of the cone. 

From the derivation, it is noted that the angle planeθ  related to the plane normal is scale-

free to the images, whereas the point on the plane needs the image scale because of the 
value cams . Such an image scale can also be specified according to the zoom factor of an 

operating microscope. 

However, the angle planeθ  itself does not uniquely describe the tilted plane, since any 

arbitrary vector orthogonal to the axis of the cone can be taken as the axis of rotation. Thus, 
the plane normal can also be any vector, taking such the tilting angle from the axis of the 
cone as illustrated in Fig. 8.3; the identical ellipse would be formed, given any rotation of a 
true normal vector about the axis of the cone. Accordingly, we need at least two circle 
scans to uniquely define the surface normal: finding a common vector from two infinite 
sets of normal vectors, called herein dual cone beam reconstruction. This approach relies 
only on the shapes of the two ellipses. 

 

 
 (a)  (b) 

Fig. 8.3. An infinite set of surface normal vectors existing along the axis of the cone. (a) The 
identical shapes of ellipses according to different axes of rotation. (b) The infinite set of normal 
vectors is represented as a 3D circle (the cyan color) in the ASAP coordinates.  
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8.2.2 Dual Cone Beam Reconstruction 
8.2.2.1 Surface Normal Estimation 

We introduce dual cone beam reconstruction in order to uniquely define the surface 
normal. Given the two circle scans at the tool tip, we obtain two projected ellipses on the 
image plane as shown in Fig. 8.4. The resulting ellipses are then described by two sets of 
the angle and the point that describe the surface using (8.1) and (8.5). 

 i
planeθ  and i

planeP , where {1,2}i∈ . (8.6) 

Here, the absolute value of the angle is taken at this moment for further steps; the sign of 
the angle will be determined later. First, we set coordinate transformation ASAP

CiR  for the ith 

cone that describes the coordinates of the cone with respect to the ASAP coordinates: 

 ASAP i i i
Ci x y z =  R v v v , (8.7) 

where i
zv  is aligned with the axis of the ith cone, and is also identical to conev  in (8.5). The 

tilted plane is then regarded as the rotation of the xy-plane defined in the coordinates of the 
ith cone, iC . Hence, we initially define the normal vector of the plane as the rotation of the 

vector i
zv  about the y-axis i

yv  by the angle i
planeθ : 

 ( , )i i i i
init y plane zθ=n R v v . (8.8) 

As these normal vectors are not unique, the infinite sets of the normal vectors are 
interpreted as two 3D circles in a unit sphere as depicted in Fig. 8.5. Therefore, the true 

    
  
 (a) (b)       

Fig. 8.4. (a) Conic sections forming two ellipses on the retinal surface by circular scanning of the 
laser probe about the axis of the tool. (b) Resulting ellipses shown in the image plane.  
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normal vector must be located at the intersection of the two circles in the sphere. A 
degenerate case occurs when the axes of the two cones are parallel to each other; an 
infinite number of solutions then exist for the normal. 

To analytically find the intersection of the two circles, we introduce a supplementary 
plane that describes each circular trajectory in 3D. Each supplementary plane is then 
defined by a plane normal i

zv  and a point i
initn  in the unit sphere. Consequently, the 

intersection of the resulting planes is attained as a common line in 3D, which is subject to 
passing through the intersection of the two circles. The common line ( )l s  is described by a 

unit vector u  and a point 0p : 

 0( )l s s= +p u ,  (8.9) 

where u  is orthogonal to the two vectors, 1
zv  and 2

zv , and 0p  is one of points that lies along 

the line as in (8.10).  

 
1 2

1 2
z z

z z

×
=

×
v vu
v v

 and 1 1 2 2 2 1
0 ( ) ( ) )init z z init z z u = ⋅ − ⋅ × p n v v n v v   (8.10) 

Since the common line also passes through the unit sphere, we calculate the intersection 

between the line and the unit sphere, instead of directly calculating the intersection of the 

two 3D circles: 

 
Fig. 8.5. Illustration of the infinite sets of two initial normal vectors in the unit sphere. The true 
surface normal is indicated as the green arrow. 
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 0 1s+ =p u . (8.11) 

As a result, the solution subject to the surface normal is analytically derived in the 

Cartesian coordinates, as in (8.12). 

 2
0 0 0 0( ) ( 1)T T T

plane
 = + − ± − − n p p u p u p p u  (8.12) 

Finally, we obtain one or two possible normal vectors planen  for the estimated plane, 

depending on the number of intersections. If two normal vectors are found, one is 
identified as the true normal. The cross product of planen  with a unit vector v  is subject to 

zero or nearly zero, where the vector v  is defined by the two points on the plane as in 
(8.13). 

 0plane ⋅ ≈n v , where 
1 2

1 2

plane plane

plane plane

−
=

−

P P
v

P P
.  (8.13) 

 

8.2.2.2 Coordinate Mapping 

Given the true normal, the final step is to find the principal vectors, planeu  and  planev , of 

the plane, which are aligned with the image coordinates. 

First, the tilt angle i
planeθ  is now redefined with the signed angle as in (8.14). 

 s )ign( plane
i i i
plane x planeθ θ= ⋅n v  (8.14) 

We can then specify the coordinates of the plane 0 ASAP
planeR  by rotating the coordinates of the 

cone beam, ASAP
CR  as in (8.15).  

  [ ]0 ( , )plane
ASAP ASAP
plane y C plane

θ= =R R v R u v n , (8.15) 

where the axis and angle of rotation are defined by the y-axis of the cone beam coordinates 

yv and the angle planeθ , respectively. 

Since we assumed the rotation about the y-axis of the cone beam coordinates, the initial 
step for the coordinate mapping is to align the minor axis of the ellipse with the y-axis of 
the cone beam coordinates as shown in Fig. 8.2. For this step, we regard the normal vector 

planen  as a rotation of the initial vector initn  about the axis of the cone zv , by taking into 

account the rotation of transverse vectors, ASAP
initt and ASAP

planet . The transverse vectors are defined 

with respect to the ASAP coordinates as below: 
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 ( )ASAP
init init init z z= − ⋅t n n v v  and ( )ASAP

plane plane plan z ze= − ⋅t n n v v . (8.16) 

To calculate the angle of rotation tθ , the transverse vectors are transformed back to the 

cone beam coordinates by [ ]ASAP
C

TR . 

 1 ASAP[ ] 0
TC ASAP init init

init C
T

plane x y = =  t R t ω ω  and 1 ASAP[ ] 0
TC ASAP final final

plane C plane x
T

y = =  t R t ω ω  (8.17) 

By applying the angle of rotation tθ  about the cone axis, we obtain a new coordinates 
1 ASAP

planeR  of which the x-axis (the first column vector in 1 ASAP
planeR ) is aligned with the major axis 

of the ellipse as shown in Fig. 8.6 with dotted lines: 

 

1 0( , )ASAP ASAP
plane z t planeθ=R R v R , (8.18) 

 atan2( , ) atan2( , )final final init init
t y x y xθ = −ω ω ω ω . (8.19)

  

We then consider the inclination angle of the first ellipse 1
eθ , in order to completely 

describe the principal vectors, planeu  and  planev , aligned with the image coordinates. Given 

the homogenous coordinate transform plane
ASAPT , the plane point 2

ASAPP  on the second ellipse at 

the ASAP coordinates is transformed to the point 2
planeP  at the plane coordinates with respect 

       
Fig. 8.6. The dotted lines indicate the ellipses when the major axis of the first ellipse (blue) is 
aligned with the x-axis. The solid lines represent the final trajectories after applying the coordinate 
mapping, which is subject to being identical to the trajectories in the camera view as shown in Fig. 
8.4(b). 

 

 

E1 before Coord. Mapping
E2 before Coord. Mapping
E1 after Coord. Mapping
E2 after Coord. Mapping
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to the first cone beam: 

 2 21 plane
plane ASAP ASAP

cams
≡P T P . (8.20) 

Consequently, we obtain a corresponding 2D point 2
planep  by disregarding the z-component 

of the 3D point 2
planeP ; the z-value is subject to zero on the plane. Because the inclination 

angle of an ellipse can defined only within a range from –π/2 to +π /2, the inclination angle 

may be ambiguous; the second ellipse (the red one in Fig. 8.6) could be located either 

above or below (‘π’-flipped) the first ellipse (the blue). To determine the configuration, we 

consider a vector described by two points, 2
planep  and the center of the second ellipse 2

ec . 

Since the point 2
planep  is supposed to be located along the major axis of the second the 

ellipse, the vector should be parallel to the major axis of the second ellipse, denoted by the 

vector 2ev : 

 2
22( ) 0plan

e e
e − ⋅ ≈P c v , then 

1 1( , )plane
ASAP ASAP

image e planeθ= −R R n R ; (8.21) 

 Otherwise, 

1 1( , )plane
ASAP ASAP

image e planeπ θ= −R R n R . (8.22) 

Finally, we obtain the plane coordinates ASAP
imageR , in which the transverse components, planeu  

        
Fig. 8.7. Estimated surface via dual cone beam reconstruction. The green line indicates the surface 
normal, and the blue and red lines represent the other principal vectors of the plane aligned with the 
image coordinates. 
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and planev  are aligned with the x- and y-axes in the camera coordinates as depicted in Fig. 

8.7. 

8.2.3 Single Cone Beam Reconstruction 
We have formulated a surface reconstruction method using dual cone beam scans. 

However, given real data, the method may fail in finding the intersection of two circles that 
represent sets of infinite normal vectors in 3D, as the estimated angle of the tilted plane in 
(8.1) could also be imprecise; such that imprecise estimation would yield incorrect circles 
in 3D. This could thus lead to either an incorrect surface normal or no solution on the unit 
sphere as depicted in Fig. 8.8. 

Therefore, we propose a new method using a single cone beam scan, taking into account 
point correspondences in a beam trajectory. As mentioned earlier, the surface normal 
would not uniquely be defined with a single ellipse itself, leading to an infinite set of 
normal vectors. We thus incorporate point correspondences between 3D tip and 2D beam 
positions, which are not considered in the dual cone beam reconstruction. For example, we 
assume that a data point is virtually projected on a plane from a ray resulting from the tip 
and RCM positions. We then utilize the fact that the relative angle of the data point with 
respect to the major axis of the virtual ellipse varies depending on which vector is chosen 
from the infinite set of normal vectors. 

Fig. 8.9 depicts ellipse trajectories for visualizing each step of the single cone beam 
reconstruction. The first data point on each trajectory is marked as either a cross or a circle. 
The red solid line shows the beam trajectory acquired from images, and the cross marker 
indicates its first data point. The green dotted line is created by the initial estimation of the 

        
 

Fig. 8.8. Failure cases of dual cone beam reconstruction with real data. The green arrow indicates 
the true normal vector supposed to be estimated. The red circles indicate the estimated surface 
normal vectors.  
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surface, assuming rotation of the xy-plane about the y-axis of the cone, where the green 
circle marker is corresponding to the first data point. Hence, it is noted that the relative 
angle of the green circle marker with respect to the major axis is different from the angle of 
the first data point on the red trajectory. If we could find a specific axis of rotation instead 
of the y-axis of the cone, the blue trajectory would be attained, in which the relative angles 
of data points are matched with the actual angles from the beam trajectory. For instance, 
the relative angle of the first point becomes identical to the angle in the red beam trajectory, 
as shown by the blue circle in Fig. 8.9. Finally, the transverse coordinates of the plane are 
matched with the image coordinates as shown by the red dotted line, with the red circle 
marker indicating the first data point. 

 Hence, our goal is to find the best normal vector that aligns the angles of projected data 
points with the angles of actual data points in the 2D beam trajectory. 

  

8.2.3.1 Surface Normal Estimation 

We also use the projective geometry formulated in Section 8.2.1 for the initial surface 
estimation. Given the analysis of an ellipse trajectory in the image plane, an initial normal 
vector of the surface is set, by rotating the axis of the cone zv  about the y-axis of the cone 

        
Fig. 8.9. Ellipse trajectories for demonstration of the single cone beam reconstruction. The first 
data point on each trajectory is marked as either cross or circle. The sold red line represents the 
beam trajectory acquired in the image plane. The green dotted line is for the projected ellipse from 
the initial estimation of the surface. The blue dotted line indicates the trajectory undergone the 
optimization for machining the relative angles of data points. The red dotted line is finally obtained 
after the transverse vectors of the estimated plane are aligned with the image coordinates.  

 

 
Beam Traj.

Init. Traj.
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coordinate, yv , by the angle planeθ : 

 ( , )init y plane zθ=n R v v  and plane RCM plane zd= −P P v , (8.23) 

where the coordinates of the cone beam is represented as x
ASAP

y zC  =  R v v v . It is also 

noted that the estimation of the point planeP  is independent of the estimation of the surface 

normal. Since the true surface normal exists in a 3D circle representing an infinite set of 
normal vectors, we regard the surface normal to be found planen  as a rotation of the initial 

normal initn  about the axis of the cone as in (8.24), 

 ( , )z c inip a tl ne θ=n R v n , (8.24) 

where the angle of rotation is denoted by cθ . 

Give the number k of data points on the trajectory, we define an object function as in 
(8.25), in order to find the angle cθ . 

 ( )
[ , ] 1

2
arg min

c

n
k k

beam proj
kθ π π

θ θ
∈ − + =

−∑ , (8.25) 

where the angles of the kth data point with respect to the major axis of each ellipse are 
denoted by k

beamθ  and k
projθ  for the beam trajectory on the image and the estimated plane, 

respectively. 

 First, we calculate the relative angle of each data point, k
beamθ ,  using (8.26) and (8.27). 

 k k
beam beam e= −p p c  and ( )k k k

bx by beam

T

eθ  = − p p R p  (8.26) 

  atan2( / , / )k k k
beam by bx abp m p mθ =  (8.27) 

In order to calculate the angle k
projθ , the projected point k

projP  needs to be found by the 

intersection between the estimated plane and a ray created by the tip k
tipP  and RCM RCMP  

positions. 

  ( , , , )RC
k k

proj tip planeM plane= ΦP P P n P  (8.28) 

Given transformation from the ASAP to the plane coordinates plane
ASAPT , the projected point 

belonging to the estimated plane is represented as a 2D point k
projp , by disregarding the z-

component of the 3D vector k
projP  on the plane: 
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 1k plane k
proj ASAP proj

cams
≡p T P , (8.29) 

where the point is scaled down by the image scale cams . Once we are given a set of 2D 

points that forms a virtual ellipse on the estimated plane, the relative angle of the point, k
projθ , 

is calculated using the parameters of the projected ellipse, in the same manner as in (8.26) 

and (8.27). 

As a result, we finally obtain the angle cθ  that minimizes the object function in (8.25), 

using the MatlabTM function 'fminbnd.m,' which finds the minimum of a function within a 
fixed interval for a single variable. It should be noted that two possible solutions for the 
angle cθ  exist, due to the ‘π’ ambiguity of an ellipse; the inclination angle of the major axis 

is only defined within a range of [ ]/ 2, / 2π π− . In order to identify the true surface normal, 

we use prior knowledge, such that the y-component of the surface normal should be 
negative, as the ASAP always sits head-down for receiving the LED light emitted from the 
Micron handle; head-up orientation is impractical given that an operator would not hold 
the tool at an obtuse angle from the surface. 

 
 

8.2.3.2 Coordinate Mapping 

The coordinate mapping in the single cone beam reconstruction is relatively simple, 
compared to the dual cone beam reconstruction, because the point correspondences are 
already taken into account in the estimation of the normal vector. Given the surface normal 

planen  in (8.24), we define a 3D rotation n
vR  from  the axis of the cone zv  to the normal 

vector planen . By applying the transformation n
vR  to the coordinate representation of the 

cone beam ASAP
1CR , we attain a new coordinate representation ASAP

1
n
v CR R ; the resulting trajectory 

is shown as the blue dotted line in Fig. 8.9. Finally, the coordinate mapping is 
accomplished by applying rotation about the surface normal planen  by the angle uvθ  as in 

(8.30). 

 ASAP ASAP
1( , ) n

image plane v Cuvθ=R R n R R , where prouv j eθ θ θ= − . (8.30) 

The angle uvθ  is set by the difference between the inclination angles of the two ellipses, in 

order to align the major axes of those ellipses: eθ  from the actual beam trajectory, and projθ  

from projected ellipse. 
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8.3 Evaluation of Cone Beam Reconstruction 

We use the single cone beam reconstruction for further experiments, since the dual cone 
beam reconstruction is relatively sensitive to estimation of two circles in 3D as shown in 
Fig. 8.8. For instance, it could yield a totally erroneous solution even by a certain error in 
one of the two circles, although the other can still offer a quite close normal vector to the 
true one. In contrast, the single cone beam reconstruction can still provide a reasonable 
solution, by keeping point correspondences to be matched up. Of course, the single cone 
beam reconstruction also has the ambiguity in finding the surface normal; this would easily 
be addressable by taking into account the practical orientation of the ASAP head. 

We first analyze the sensitivity of the single cone beam reconstruction with synthetic 
data, depending on various parameters that may lead to error in the estimation. Then, the 
performance of the cone beam reconstruction is evaluated using real data. 

 

8.3.1 Simulation 
We first investigate how the tilt angle of the estimated plane varies upon the aspect ratio 

retrieved from the ellipse in the image plane, since the aspect ratio is a primary parameter 
that determines the angle of rotation for yielding the initial surface normal. In addition, the 
resulting angle does not change over the next procedures to find the true surface normal. 

As shown in Fig. 8.10, the angle of the scanning tip with respect the estimated plane 
rapidly increases, as the aspect ratio of the ellipse decreases: getting closer to a perfect 

TABLE 8.1.  SETTINGS FOR EVALUATION OF CONE BEAM 
RECONSTRUCTION 

Description Values 
Major axis  82.486 pixels 

Minor axis 63.651 pixels 

Aspect ratio 1.296 
Scan diameter 1.0 mm 
RCM distance from the tool tip 21 mm 
Image scale 8.588 µm/pixel 
Estimated tip angle  50.516° 
Estimated tip distance from surface 1.509 mm 

 



130 
 

circle. Hence, as the tip becomes perpendicular to the surface, estimation of the angle is 
less resolvable.  

The angle at which an operator holds the Micron handle is typically in the range of 40–
65°. For example, a natural angle at which the tool is held without the scleral constraint is 
about 45°. The angle becomes larger when holding the tool in vitreoretinal surgery due to 
the location of a trocar used; the typical angle in use of the eye phantom is about 60°. 
Therefore, we can conclude that the tilt angle of interest exists within an acceptable range 
for our cone beam reconstruction. If Micron were held at an angle close to the 90° (nearly 
perpendicular to the surface), the cone beam construction would not have such high 
resolvability. Parameters used for the simulation are taken from real data and summarized 
in Table 8.1. 

We also evaluate how the resulting surface normal and depth are affected by uncertainty 
in measurement of the major and minor axes of an ellipse. For simulation, the major and 
minor axes vary by ±3 pixels from the initial values described in Table 8.1; the pixels 
correspond to ±26 µm under the 10X magnification of the operating microscope used. Fig. 
8.12 shows the resulting errors in estimation of the surface normal and depth, regarding 
variation on estimation of the ellipse. According to the simulation, the angle error is found 
to be between -5.31° and 6.48°, leading to a maximum depth error of ±800 µm. From this 
analysis, we can determine an acceptable threshold for running the RANSAC algorithm to 
remove outliers on an ellipse trajectory; details will be discussed later in the test of real 

        
Fig. 8.10. The tip angle with respect to the estimated plane, according to the aspect ratio of an 
ellipse.  
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data. Since the depth error is relatively high, compared to the angle error, the depth error is 
further investigated. 

Although we assume the image plane is parallel to the retinal surface in a small area of 
interest, it is not necessarily true. In the configuration of a stereo microscope, two CCD 
cameras have a certain distance offset with respect to each other, in order to offer disparity 
for stereo depth perception, which results in inclination of their optical axes. Accordingly, 
we need to admit a certain error in estimation of the angle. We thus set the acceptable 
range of the angle variation as ±10° in the following simulation, and see how depth error 
would occur. For the angle variation, the length of the minor axis is changed, while the 
length of the major axis is fixed. As a result, the depth error is estimated as from -3000 to 

    
 (a) (b) 

Fig. 8.11. (a) Depth error in surface estimation, led by the angle error in estimation of the surface 
normal.  (b) Depth error according to uncertainty on the image scale. 
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 (a) (b)        

Fig. 8.12. (a) Angle error in surface normal estimation, led by errors in lengths of the major and 
minor axes in pixels. (b) Surface depth error by variation on lengths of the major and minor axes.     
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2000 µm as shown in Fig. 8.11(a). The depth estimation error can also be exacerbated by 
error in the image scale used. Fig. 8.11(b) presents the variation in depth error depending 
on uncertainty on the image scale, within a range of ±10% from the nominal value. 

It is thus found that the depth estimation of the surface is relatively sensitive, and could 
yield a large error, because it is derived by the large offset value planed  from the RCM in 

(8.4). For instance, the offset planed  defining a plane on the plane should be greater than the 

distance RCMh  (e.g., 20 mm) between the RCM and the tool tip. Accordingly, small error in 

the major axis and/or image scale can amplify error in depth estimation.  

 

8.3.2 Tests with Real Data 
The single cone beam reconstruction was also evaluated on real data acquired by 

circular scanning of the laser probe. Tests were conducted under two test conditions: 
“open-sky” and eye phantom environments. First, we performed open-sky tasks, which 
were designed to primarily evaluate performance of the cone beam reconstruction itself, 
without involving optical distortion and any constraint on the RCM (herein regarded as a 
pivot point for scanning). The reconstruction was then evaluated in the eye phantom with 
water inside and a contact lens on top. Hence, the final goal of these tests is to investigate 
the feasibility of the cone beam reconstruction in a realistic environment. 

 

8.3.2.1 Open-Sky 

First, we need to determine the most effective size of scan diameter at the tool tip. For 
instance, if a smaller size is used for the scan, the resulting ellipse in the image plane could 
also be small, and may form an inaccurate shape of the ellipse due to low signal-to-noise 
ratio. On the other hand, if too large a size is used, the resulting trajectory might be 
degraded as the manipulator reaches the edge of its workspace. Hence, it is important to 
determine an appropriate size of scan diameter, for attaining reliable results. 

Scan diameters for these tests were set in a range of 300–1500 µm as presented in Fig. 
8.13. All tests were performed under 10X magnification, for which the image scale is 8.59 
µm per pixel. To exclude other effects, Micron was firmly affixed to a solid base. For 
comparison, a reference plane was reconstructed using stereo vision. The plane was thus 
regarded as the ground truth for investigating the angle difference between two surface 
normal vectors: one from the reference and the other from the estimated plane. In addition, 
we also defined depth error of the estimated plane with respect to the reference plane. 
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As shown in Fig. 8.14, the surface normal was reliably estimated at scanning diameters 
greater than 750 µm. In contrast, large errors were produced by small scanning diameters, 
such as 300 and 500 µm. The depth error also shows a similar trend as the scanning 
diameter increases. Small error was thus found with scanning diameters greater than 1000 
µm. From these results, the effective size of scanning diameter was determined as 1000–
1250 µm for further experiments. 

We then evaluated how reliably the cone beam reconstruction could estimate the surface 
for multiple measurements. These tests were repeated for a total of 10 trials, with the 
manipulator firmly fixed. In addition to the repeatability test, the results of the cone beam 

 
 (a) (b) 

Fig. 8.14. Angle and depth errors in surface estimation with respect to the size of scan diameter: (a) angle 
error and  (b) depth error. 
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Fig. 8.13. Ellipse trajectories with respect to the size of scanning diameter. 
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reconstruction are compared, given ellipse trajectories obtained in both the left and right 
image plane. We also applied the cone beam reconstruction on the combined ellipse 
trajectory, by taking averages of the corresponding ellipse parameters, because a typical 
operating microscope incorporates stereo cameras for depth perception. Hence, the major 
and minor axes of the two ellipses were averaged for estimating the tilting angle of the 
plane with respect to the axis of a scanning cone. The point on the plane was also 
calculated using the average angle. 

The average angle errors over the total 10 trials were measured in a range of 3–4° for all 
cases:  the left, right, and combined data. The combined data shows the average behavior 
of the results obtained in the left and right image plane, for both angle and depth errors, as 
presented in Fig. 8.15. Fig. 8.15 also shows that the angle error obtained in the left image 
plane is larger than the error from the right plane for all repeated measurements, whereas 
the depth error is lower in the right image plane. However, these trends did not hold in 
other tests. In addition, it is found experimentally that depth estimation from the average 
data is slightly more robust than results from a single camera estimation, yielding lower 
standard deviations. 

The last test in the open-sky setting was to investigate the reconstruction accuracy under 
handheld conditions, whereas all former tests were conducted in firmly fixed conditions. 
Since data obtained by handheld scanning are likely to be noisy, the RANSAC algorithm is 
adopted to remove outliers from the data, and retrieve an actual elliptical trajectory as 
closely as possible. A threshold for determining outliers was set at 20 µm by taking into 

 
 (a) (b) 

Fig. 8.15. (a) Repeated measurements of angle errors for 10 trials. (b) Depth errors for 10 trials. 
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account the positioning accuracy of the micromanipulator, as described in Section 4.2.2. 

In total, 10 trajectories were obtained for the analysis, as presented in Fig. 8.16. After 
applying the RANSAC algorithm, about 60% of the data points were used for fitting 
ellipses. The levels of average errors in both surface normal and depth estimation are 
similar to the results from the clamped tests. However, a larger standard deviation is 

     
 (a) (b) 

Fig. 8.16. Angle and depth errors in surface estimation by handheld cone beam scanning: (a) angle 
errors  and (d) depth errors.  
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Fig. 8.17. Ellipse trajectories obtained by handheld beam scanning. The circles represent the data 
points yielded by the RANSAC algorithm.  The blue trajectories depict the fitted ellipses after 
removing outliers 
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observed in handheld tasks, compared to the clamped tests, because various locations and 
orientations of the scanning probe were taken at the beginning of each scan. The average 
angle and depth error were measured as 4.05±1.83° and 38±464 µm for the total 10 trials, 
which are still acceptable in use, compared to the accuracy of stereo reconstruction. 

 

8.3.2.2 Eye Phantom 

The performance of the cone beam reconstruction was evaluated in the eye phantom. 
We used the same eye phantom model introduced in Section 7.3.1. Before running the 
cone beam reconstruction, the surface of a paper slide sitting on the bottom of the eye 
phantom was reconstructed using stereo cameras, in order to offer the ground truth plane. 
First, we tested the cone beam reconstruction in the dry phantom. In contrast to the 
experiments performed open-sky, the laser probe was inserted into the eye phantom 
through a trocar and supported at the point of entry. The final test was conducted in the 
water-filled eye phantom, including a contact lens on the top, as shown in Fig. 8.18(a), in 
order to evaluate the reconstruction accuracy under optically distorted imaging conditions, 
in particular for depth; the image scale under the wet setting was calibrated before 
experiments. For evaluation, we compared the estimated plane via the cone beam 
reconstruction with the reference plane given by stereo reconstruction, in terms of the 
angle and depth errors. 

 For the total 10 trials in the dry phantom, the average angle error was measured as 
7.73±3.26°, the depth error was -487±371 µm. Both angle and depth errors were larger 

     
 (a)  (b) 

Fig. 8.18. (a) Eye phantom filled with water and also covered with the contact lens. (b) Resulting 
ellipse trajectory obtained by handheld scanning in the eye phantom. 
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than those attained in the flat surface with the scleral constraint. Moreover, the standard 
deviations were also larger than the results from the flat surface.  

In the wet phantom model, imaging quality was relatively poor, and also the depth of 
field became shallow due to the contact lens used, compared to imaging in air. As a result, 
the average angle error is slightly larger than in the dry phantom, whereas depth error is 
significantly reduced, as shown in Fig. 8.167. It is noted that we disregarded certain 
erroneous reconstruction results in the analysis, in which the tip angle with the respect to 
the plane was greater than 70°; such a high incident angle is ergonomically very unnatural 
in holding Micron. It occasionally occurred in eye phantom tasks, leading to erroneous 
surface normal estimation, while it was not observed in the open-sky tasks. It can be 
caused primarily by the horizontal alignment of the contact lens, which is primarily 
assumed to be parallel to the retinal surface and the image plane. However, the lens could 
get tilted when a large rotation is introduced to the eye ball, in order to aim an off-centered 
area. It may also be due to error in tip position measurement, primarily led by inaccurate 
tip offset calibration. For that case, a perfect circular trajectory would not be created with 
respect to the real tip, which is subject to an erroneous elliptical trajectory. In addition, 
another possible source of the error could be resting the tool at the RCM during operation 
of scanning, which could degrade the scan trajectory due to transverse force acting on the 
middle of the long and slender tool. Furthermore, it is found that the higher the estimated 
incident angle is, the larger the angle error is. This is also true in stereo reconstruction used 
for creating the reference plane, especially in the eye phantom, due to inaccuracy in 
detection of the tool tip for the camera calibration. Accordingly, it may be hard to conclude 
that the depth error is really smaller in the wet eye phantom, compared to the dry phantom. 
However, for both cases, the surface normal could be estimated to an acceptable level, 
yielding angle errors less than 10°; such an angular error would result in ±260 µm error in 
depth in the area of interest (3 mm in diameter). 
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8.4 Visual Servoing Experiments and Results 

We finally perform visual servoing of a laser probe in the wet eye phantom and porcine 
eyes ex vivo, which had not been feasible previously, due to erroneous stereo 
reconstruction of the retinal surface. Since the concept of hybrid visual servoing was 
successfully validated in Chapter 7, the cone beam reconstruction is applied in place of 
stereo reconstruction for demonstration in realistic eye models. 

In Chapter 7, the image Jacobian was derived by projecting points along the principal 
vectors of the target plane onto the image planes, using the camera projection matrices. In 
cone beam reconstruction, the interaction matrix defined in (7.6) can be described by an 
image scale used, because the image coordinates are already matched with the principal 
vectors, planeu  and planev  for the plane as in Section 8.2.3.2. Accordingly, we can simply 

formulate the inverse of the interaction matrix that describes the complete image Jacobian: 

  1 0 1 0
0 0 1
cam

p
cam

s
s

−    
=    −  

J , (8.31) 

where the image scale cams  is determined by the zoom factor of the operating microscope. It 

is noted that the negative value is set for the second column vector of the right-side matrix 

in (8.31). This is because ASAP takes a right-handed coordinate system, whereas the 

image is described by a left-handed coordinate system. By substituting (8.31) into (7.10), 

the image Jacobian for control is completely defined in (8.32). Then, the identical control 

principle is applied for hybrid visual servoing, as in (7.10)–(7.12). 

 [ ]1
leve cr amr s− = −J u v  (8.32) 

 

8.4.1 Eye Phantom 
The hybrid visual servoing was first tested in the wet eye phantom, using the cone beam 

reconstruction. The eye phantom was filled with water in place of the vitreous humor in 
the human eye, and also covered with a contact lens on the portion representing the cornea. 
In order to compensate eye movement during operation, the eyeSLAM algorithm was also 
used to track artificial blood vessels, as shown in Fig. 8.19. However, it was not possible to 
make distinct black burns on a paper slide attached to the eye phantom with the laser, since 
the paper was wet from the water. Therefore, we could only evaluate the feasibility of 
hybrid visual servoing, using the newly formulated image Jacobian in (8.32). For 
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demonstration, we set a targeting threshold as 100 µm, which was used as a typical setting 
for automated operation. Although we could not analyze the accuracy of automated 
photocoagulation, the execution time was investigated as a measure of the control 
performance. For example, erroneous surface estimation and/or incorrect formulation of 
the image Jacobian may lead to longer execution time or failure of servoing. As a result, 
the execution time was measured as 23.3 s, which is comparable to the results from hybrid 
visual servoing that used stereo-reconstruction in Chapter 7; the execution time was about 
26 s for the same 100-µm threshold.  

 

8.4.2 Porcine Eye 
We also tested automated laser photocoagulation in porcine eyes ex vivo as shown in 

Fig. 8.20. However, a clear demonstration has not been shown yet. The primary difficulty 
in tests ex vivo arose in simultaneously detecting both an aiming beam and posterior 
segments of porcine eyes. For instance, in order to reliably detect the aiming beam, less 

 
Fig. 8.19. Demonstration of hybrid visual servoing based on the cone beam reconstruction in the 
wet eye phantom. The pink circles indicate the preplanned targets lying on the inner surface of the 
eye phantom. The green dots represent the artificial blood vessels as detected by the eyeSLAM 
algorithm, which tracks the vessels throughout the operation. The red solid circle on a current 
target represents a visual cue to maintain the hand-eye coordination. 
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illumination is required, whereas the brighter light is preferable for clearly imaging fundus 
images and tracking blood vessels. Hence, it was challenging to find a single setting to 
reliably detect both the aiming beam for visual servoing and blood vessels for tracking. 
Detection of blood vessels could also be interfered with due to the intense light of the 
aiming beam; the aiming beam rather widely diffuses on the translucent retina surface, than 
creating a clear and bright red spot. Furthermore, we could observe only a few blood 
vessels, for example, as one or two branches, in the porcine eyes, which resulted in either 
jitter or drift in tracking. Furthermore, the cornea of porcine cadaver eyes gets cloudy due 
to apoptosis in the corneal epithelium, which hindered clear imaging of the posterior 
segments of the eyes during the tests. 

Therefore, we performed automated laser photocoagulation on fixed targets instead, 
while disabling the eyeSLAM tracking, but still utilized the cone beam reconstruction for 
hybrid visual servoing. Although the surface estimation via the cone beam reconstruction 
could not quantitatively be compared with any ground truth, it did provide a reasonable 
value of the surface normal for a typical ASAP head orientation. The total execution time 
was measured as 36 s, while 9 of 36 s were spent on a specific target; without the target, 
the execution time would 27s for the other 31 targets. This is due to unreliable detection of 
the aiming beam, caused by bubbles on the contact lens. Hence, time of operation is 
comparable to the previous experiments performed in the eye phantom. 

  
 (a) (b) 

Fig. 8.20. (a) Porcine eye and intraocular surgical setup for the test ex vivo. (b) Elliptical 
trajectories created by cone beam scans inside the porcine eye. 
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In order to tackle the issues in imaging ex vivo, we utilized both the left and right 
images: one for detecting the aiming beam and the other for blood vessels. Thus, different 
camera settings were introduced for the two cameras. For instance, the lower gain was set 
for the left camera to reliably detect the aiming beam, whereas the higher gain was used for 
clearly imaging the posterior segments in the right camera, as shown in Fig. 8.21. The 
tracking in the right images was then transformed to the left images via a planar 
homography constructed during cone beam reconstruction; Fig. 8.21 also shows the 
transformed blood vessels in the large main images. 

We also performed the tests under a modified setting. The eyes were dissected to 
remove the cloudy cornea, and the eyes cut in half were placed inside the eye phantom. 
The phantom was then filled with water and also covered with a contact lens on top. Fig. 
8.21 demonstrates automated laser photocoagulation in the porcine eye over the time of 
operation. The total execution time was measured as 60 s for a single trial, which is 
considerably longer than the time of automated operation without burning targets on the 
same eye: 25.2 s without the laser firing. 9 of 60 s were spent on a specific target due to 
unreliable detection of the aiming beam, as the retina was detached and floated in the 
dissected eye. In addition, undetected aiming beam delayed the time of automated 

 
Fig. 8.21. Demonstration of automated intraocular laser surgery in a porcine eye ex vio. The 
dissected eye was placed inside the eye phantom entailing water and a lens on top for clear 
imaging. The large main image shows the left camera image with aiming beam detection and 
moving targets. The brighter sub image at the bottom-right on the main image shows the right 
camera image used for tracking of blood vessels. 
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operation for 5 s. Therefore, further experiments will be performed to clearly demonstrate 
the advantage of automated intraocular laser surgery, by refining a relevant control scheme 
to handle erroneous beam detection. 
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8.5 Summary 

We demonstrated robot-aided intraocular laser photocoagulation using a monocular 
camera in the realistic eye model. To address erroneous stereo-reconstruction in the 
complex eye model, the cone beam reconstruction method was proposed, utilizing the 
automatic scanning of the Micron and the geometric analysis of projected beam patterns. 

The dual cone beam reconstruction was first formulated to estimate the retinal surface. 
Later, we introduced single cone beam reconstruction, to tackle practical issues raised in 
the dual cone beam reconstruction. Nevertheless, the dual beam reconstruction can 
completely describe the surface without involving any ambiguity in estimation of the 
surface normal; the ambiguity existing in the single cone beam reconstruction was 
addressed by taking into account the feasible orientation of the ASAP head. The single 
cone beam reconstruction was tested in various conditions, in order to evaluate its 
performance and the feasibility in the realistic eye model entailing different medium and 
optical distortion by lenses. We also investigated the accuracy of the cone beam 
reconstruction, regarding possible uncertainties that may exist in estimation. 

Consequently, automated laser photocoagulation is accomplished by combination of the 
cone beam reconstruction with hybrid visual servoing introduced in Chapter 7, while 
accounting for practical issues in automation of microsurgery, such as camera calibration, 
3D reconstruction, and zoom optics. A complete demonstration in an intact eye has not 
been shown yet due to instability in tracking the eye. However, it is found that the new 
surface estimation works for the intact eye, regardless its optical distortion, and can be 
used for automation of intraocular laser photocoagulation. We would be able to perform 
such as complete demonstration in the intact eye, by improving imaging qualities for the 
reliable detection of both aiming beam and blood vessels. 
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9 CONCLUSION 

In this thesis, we demonstrated the design and performance of a new 6-DOF handheld 
micromanipulator for microsurgery. To realize the miniature 6-DOF manipulator, a new 
optimization framework was introduced, focusing primarily on the amount of tolerable 
side load introduced at an RCM during vitreoretinal surgery. Given the design optimization, 
we developed the new 6-DOF Micron that is superior to other handheld micromanipulators 
in terms of degrees of freedom and range of motion. The 6-DOF Micron thus allows 
control with an RCM, providing both fine manipulation for active tremor cancellation and 
also gross manipulation for automated microsurgery. The benefits of the 6-DOF Micron 
were also exploited in handheld imaging. The active tremor compensation improved the 
quality of handheld intraocular OCT imaging, and automatic manipulation in the large 
range of motion allowed multidimensional scans of single fiber OCT. 

These base frameworks were then extended to accomplish automated microsurgery 
using the handheld micromanipulator. As a first step, we investigated the feasibility of 
automated intraocular laser photocoagulation in a dry eye phantom, based on position-
based visual servoing. However, there are still practical problems in application in an intact 
eye, such as failure in 3D reconstruction due to a complex imaging system. For real-world 
use beyond such a simplified testbed, we proposed a hybrid visual servoing control scheme 
relying on a single camera, which combines monocular vision feedback with 3D position 
control of the Micron system. The hybrid visual servoing scheme was also validated 
through experiments with a dry eye phantom, while incorporating adaptive features in 
control and tracking the eye movement. In addition, we formalized a new framework to 
estimate the retinal surface, using the automatic scanning of the Micron and the geometric 
analysis of projected beam patterns on the surface. The new method was thus verified in 
the realistic phantom model, while addressing issues raised by erroneous stereo-
reconstruction in the complex eye model. 

Finally, these approaches were fused into the hybrid visual servoing using monocular 
vision for automated laser surgery. Evaluations were performed on the wet eye phantom 
and porcine eyes ex vivo, demonstrating the applicability of the framework in realistic 
settings.  
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9.1 Contributions 

During the course of this research, I made the following contributions. 

 

• A state-of-the-art handheld micromanipulator has been designed by introducing 
a new optimization framework for the design of a miniature manipulator. It 
thus provides more degrees of freedom and larger range of motion, which 
allows accommodating use through a sclerotomy: [22], [147], [163]. 

• A versatile handheld micromanipulator has been applied to high-precision 
active tremor cancellation as well as automated operations requiring large range 
of motion: [115], [146], [147], [164], [165]. 

• The new handheld manipulator has been utilized in handheld intraocular imaging: 
stabilizing handheld imaging and acquiring multidimensional scans from 
single-fiber OCT: [115], [165]. 

• The handheld micromanipulator enables automated microsurgery in conjunction 
with visual servoing and virtual fixture frameworks: [146]. 

• A new visual servoing framework using monocular vision was proposed for 
intraocular microsurgery. In addition, the comparative study of handheld 
robot-aided intraocular laser surgery was conducted. [LSM-submitted, TRO-
submitted] 

• A new surface estimation framework applicable to an intact eye was 
established, using the automated scanning of the handheld micromanipulator and 
the geometric analysis of projected beam patterns on the surface. 

• Automated intraocular laser surgery has finally been demonstrated in the 
realistic eye model, in conjunction with cone beam surface reconstruction and 
hybrid visual servoing.  
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9.2 Future Directions 

This thesis represents progressive research for realizing uses of the handheld 
micromanipulator in clinically realistic environments. We have tackled some practical 
issues encountered in real intraocular surgery. However, there still remains a large area of 
work in order to fully utilize the handheld manipulator in robot-assisted microsurgery. 
Hence, we outline several next steps that could advance the performance of the handheld 
micromanipulator and realize automated microsurgery in practice. 

• Handheld Micromanipulator Design and Management 

The performance of the manipulator can be improved by primarily refining the 
mechanical components. For example, the current 6-DOF Micron adopts flexures in place 
of conventional joint mechanisms, such as universal or ball joints. Overall stiffness of the 
manipulator significantly depends upon the flexure structures, in terms of diameter, length, 
and shape. Any undesired operation beyond a predefined workspace, especially accidental 
orientation changes in manipulation, may cause permanent deformation of the flexures 
beyond the plastic regime of the polypropylene material used. In addition, the inherent 
characteristics of the Squiggle motor weaken the stiffness of the manipulator. The large 
clearance between the motor body and screw for generating orbital motion leads to a 
sloppy structure overall when the motors are used as the struts of a hexapod. Hence, the 
design and application of a miniature mechanical joint could increase the stiffness of the 
manipulator and also address instability to external loads. Moreover, the higher stiffness 
would improve the bandwidth of the manipulator in dynamic operation, yielding 
improvement on active tremor cancelling performance. 

To guarantee the best performance over time, individual motors should be easily 
replaceable and their performance well managed. For instance, the overall performance of 
the manipulator may be degraded due to inconsistent capabilities of the motors used, in 
terms of speed and force. Although the performance of an individual motor is managed 
using a testing jig, given a fixed amount of preload before the whole assembly, the 
performance would still be affected by varying loads on the motors over the time of 
operation. Since the motors are used as the struts of a hexapod, axial and lateral loads 
acting on the motors inevitably change upon a different pose of the manipulator. In 
addition, such varying loads on the bearing assembly located at one end of each motor may 
also accelerate wear on the bearing used due to its tight tolerance. Hence, a new assembly 
setup that incorporates a position senor would be helpful in managing the performance of 
individual motors regarding varying loads. 
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• Cone beam Reconstruction 

We proposed the concept of the cone beam reconstruction to estimate the retinal surface 
and found its feasibility in an optically distorted imaging system, as a proof of concept. 
Therefore, several refinements should be made to expect better outcomes, in terms of 
accuracy and robustness. First, it is found that depth estimation is relatively sensitive to 
uncertainties in corresponding parameters. A possible remedy might be a more 
sophisticated way to use both the left and right images in stereo-cameras, instead of just 
taking the average of ellipse parameters, since even the average method yielded lower 
deviation in depth estimation than a single camera provided. As the dual cone beam 
method addresses the ambiguity of the normal estimation, extra information given the two 
cameras, for example, disparity of resulting ellipses can be utilized to refine the depth 
estimation. In addition, the zoom factor of the microscope used for depth estimation and 
visual servoing should be able to found online, in order to be used under unknown optics, 
rather than using the pre-calibrated scale factor of the optics. For instance, the known size 
of the tool tip could be a cue to find such a scale factor.  

Furthermore, it would be preferable for microsurgery if arbitrary beam patterns created 
by manual scanning could also allow estimation of the surface, utilizing the similar 
projective geometry used for an elliptical trajectory. For application to other domains of 
robot-assisted surgery, the cone beam attained by automated scanning of the handheld 
micromanipulator could be substituted with a diverging beam source to create a similar 
cone beam in space, in place of the highly collimated laser. Thus, this approach may be 
used to locally estimate orientation of a target lesion and proximity of an operating tool in 
a small area of interest, such as in endoscopic surgery. 

• Visual Servoing and Control 

Automated laser surgery has been demonstrated to cover a small designated area, which 
is limited primarily by the workspace of the manipulator. In order to cover a larger area 
with automated operation, we could combine fully automated operation with 
semiautomated operation. Thus, gross motion of the Micron handle would be introduced to 
locate an operating tool on a next area for treatment. Moreover, higher-order modeling of 
the target surface may be considered for such a large area. For example, we could build a 
spherical surface via mosaicking small planar patches attained by the cone beam 
reconstruction. In addition, the avoidance feature could be improved by applying a path-
planning algorithm, in order to attain an optimal path for control, resulting in reduced 
operation time and enhanced safety [166]. 
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• Fusing Different Sensor Modalities 

We have shown versatile operations using the new 6-DOF handheld micromanipulator, 
but most of demonstrations were performed for ‘non-contact’ operations above the retinal 
surface. To bring benefits of the handheld manipulator to ‘contact’ operations, such as 
membrane peeling and vein cannulation, fusing other types of sensors that own different 
modalities could offer a solution. For example, an endoscopic force sensor incorporated in 
Micron can ensure safety, while maintaining a level of force during operation [167]. The 
force sensor could also be combined with image-guidance for better control, while 
identifying anatomical structures through vision and regulating the lateral motion of the 
tool tip as done in laser surgery. 

Moreover, we have also presented the advantages of the new handheld 
micromanipulator in single-fiber OCT imaging. Thus, it would also be possible to take an 
advantage of OCT imaging in our control, such as highly accurate and fast depth 
measurement from the retinal surface. Therefore, the OCT could take responsibility for 
real-time depth estimation and control [78], which may also tackle the sensitivity issue in 
depth estimation of the cone beam reconstruction. 

• Hand-Eye Coordination 

Another important topic to be mentioned is how to maintain hand-eye coordination in 
automated operation of the handheld micromanipulator; the operator can easily drift to the 
edge of the reachable workspace without knowing it during automated execution. To 
overcome this issue, we have designed and delivered guidance cues, such as 2D circles and 
a bar, to an operator using a monitor and a monocular augmented display through an 
operating microscope. However, these are in fact insubstantial representations for the 
relative position of the tool tip and handle. The design and representation should be 
revisited by considering psychological factors [168] that affect the hand-eye coordination 
and effective 3D representation [169]. Furthermore, a new guidance cue for seamless 
transition between unaided and aided operations should be considered for further study. 
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9.3 Concluding Remarks 

This thesis presented a novel 6-DOF handheld micromanipulator for robot-assisted 
microsurgery. Given the design optimization, we developed the new 6-DOF Micron that is 
superior to other handheld micromanipulators in terms of degrees of freedom and range of 
motion. Hence, the manipulator could perform high-precision active tremor cancellation as 
well as versatile automated operations in intraocular imaging and surgery. Finally, 
automated laser surgery was demonstrated in realistic environments, in conjunction with 
cone beam surface reconstruction, visual servoing, and virtual fixture frameworks. All 
these contributions would be invaluable foundations for real-world use of handheld robot-
assisted microsurgery. 
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