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Course content:

• good practices for data analysis and management
• how to use the version control system git to track edits and collaborate on coding
• how to use the package and environment manager Conda
• how to use the workflow manager Snakemake
• how to use R Markdown to generate automated reports
• how to use Jupyter notebooks to document your ongoing analysis
• how to use Docker to distribute containerized computational environments

Snakemake

Teachers

LeifRasmus Viktor



Schedule

Time Topic
09:00 Introduction to Reproducible Research
09:45 Data management and project organization
10:15 Fika break

10:45
Master your dependencies - environments and 
reproducibility
- Introduction to the package and environment manager Conda
- Practical tutorial: Conda

12:00 Lunch

13:00
Organize your analysis using workflow managers
- Introduction to Snakemake
- Practical tutorial: Snakemake

16:15 Wrap-up
16:30 Free time!
17:00 Joint departure for dinner
17:30 Dinner at Market

Time Topic

08:30

Distributing and version tracking your code
- Introduction to version control and git
- Practical tutorial: Git

Computational notebooks
- Introduction to Jupyter
- Practical tutorial: Jupyter

12:00 Lunch

13:00

Reproducible reports
- Introduction to R Markdown
- Practical tutorial: R Markdown

Containerization
- Introduction to containers
- Practical tutorial: Docker

16:00 Wrap-up
16:30 All done!

Today Tomorrow



http://nbis-reproducible-research.readthedocs.io

http://nbis-reproducible-research.readthedocs.io/


Introduction to Reproducible Research



Why all the talk about

reproducible research?

The Reproducibility project set out 
to replicate 100 experiments 
published in high-impact 
psychology journals.

About one-half to two-thirds of the 
original findings could not be 
observed in the replication study.

RESEARCH ARTICLE SUMMARY
◥

PSYCHOLOGY

Estimating the reproducibility of
psychological science
Open Science Collaboration*

INTRODUCTION: Reproducibility is a defin-
ing feature of science, but the extent to which
it characterizes current research is unknown.
Scientific claims should not gain credence
because of the status or authority of their
originator but by the replicability of their
supporting evidence. Even research of exem-
plary quality may have irreproducible empir-
ical findings because of random or systematic
error.

RATIONALE: There is concern about the rate
and predictors of reproducibility, but limited
evidence. Potentially problematic practices in-
clude selective reporting, selective analysis, and
insufficient specification of the conditions nec-
essary or sufficient to obtain the results. Direct
replication is the attempt to recreate the con-
ditions believed sufficient for obtaining a pre-

viously observed finding and is the means of
establishing reproducibility of a finding with
new data. We conducted a large-scale, collab-
orative effort to obtain an initial estimate of
the reproducibility of psychological science.

RESULTS:We conducted replications of 100
experimental and correlational studies pub-
lished in three psychology journals using high-
powered designs and original materials when
available. There is no single standard for eval-
uating replication success. Here, we evaluated
reproducibility using significance and P values,
effect sizes, subjective assessments of replica-
tion teams, and meta-analysis of effect sizes.
The mean effect size (r) of the replication ef-
fects (Mr = 0.197, SD = 0.257) was half the mag-
nitude of the mean effect size of the original
effects (Mr = 0.403, SD = 0.188), representing a

substantial decline.Ninety-sevenpercent of orig-
inal studies had significant results (P < .05).
Thirty-six percent of replications had signifi-

cant results; 47% of origi-
nal effect sizes were in the
95% confidence interval
of the replication effect
size; 39% of effects were
subjectively rated to have
replicated the original re-

sult; and if no bias in original results is as-
sumed, combining original and replication
results left 68% with statistically significant
effects. Correlational tests suggest that repli-
cation success was better predicted by the
strength of original evidence than by charac-
teristics of the original and replication teams.

CONCLUSION:No single indicator sufficient-
ly describes replication success, and the five
indicators examined here are not the only
ways to evaluate reproducibility. Nonetheless,
collectively these results offer a clear conclu-
sion: A large portion of replications produced
weaker evidence for the original findings de-
spite using materials provided by the original
authors, review in advance for methodologi-
cal fidelity, and high statistical power to detect
the original effect sizes. Moreover, correlational
evidence is consistent with the conclusion that
variation in the strength of initial evidence
(such as original P value) was more predictive
of replication success than variation in the
characteristics of the teams conducting the
research (such as experience and expertise).
The latter factors certainly can influence rep-
lication success, but they did not appear to do
so here.
Reproducibility is not well understood be-

cause the incentives for individual scientists
prioritize novelty over replication. Innova-
tion is the engine of discovery and is vital for
a productive, effective scientific enterprise.
However, innovative ideas become old news
fast. Journal reviewers and editors may dis-
miss a new test of a published idea as un-
original. The claim that “we already know this”
belies the uncertainty of scientific evidence.
Innovation points out paths that are possible;
replication points out paths that are likely;
progress relies on both. Replication can in-
crease certainty when findings are reproduced
and promote innovation when they are not.
This project provides accumulating evidence
for many findings in psychological research
and suggests that there is still more work to
do to verify whether we know what we think
we know.▪

RESEARCH

SCIENCE sciencemag.org 28 AUGUST 2015 • VOL 349 ISSUE 6251 943

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: nosek@virginia.edu
Cite this article as Open Science Collaboration, Science 349,
aac4716 (2015). DOI: 10.1126/science.aac4716

Original study effect size versus replication effect size (correlation coefficients). Diagonal
line represents replication effect size equal to original effect size. Dotted line represents replication
effect size of 0. Points below the dotted line were effects in the opposite direction of the original.
Density plots are separated by significant (blue) and nonsignificant (red) effects.

ON OUR WEB SITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aac4716
..................................................
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Why all the talk about

reproducible research?

A survey in Nature revealed 
that irreproducible 
experiments are a problem 
across all domains of 
science1.

Medicine is among the most 
affected research fields. A 
study in Nature found that 
47 out of 53 medical 
research papers focused on 
cancer research were 
irreproducible2.

Common features were 
failure to show all the data 
and inappropriate use of 
statistical tests.[1] "1,500 scientists lift the lid on reproducibility". Nature. 533: 452–454

[2] Begley, C. G.; Ellis, L. M. (2012). "Drug development: Raise standards for preclinical cancer research". Nature. 483 (7391): 531–533.



Summary of the efforts to replicate the published analyses.
Adopted from: Ioannidis et al. Repeatability of published microarray gene expression analyses.
Nature Genetics 41 (2009) doi:10.1038/ng.295

Data not 
available

Software not available

Methods unclear

Different results

Cannot 
reproduce

Can reproduce…

…in principle

…with some
discrepancies

…from processed
data with some
discrepancies

…partially with some
discrepencies

Why all the talk about

reproducible research?

Replication of data analyses in 18 articles on microarray-based gene 
expression profiling published in Nature Genetics in 2005–2006:



”Why call the course Reproducible Research, 
when it could just as well be called Research?”

- Niclas Jareborg, NBIS data management guru

What do we mean with

reproducible research?
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All parts of a bioinformatics analysis have to be reproducible:

”The foundations of knowledge should be 
constituted by experimentally produced facts, 
which can be made believable to a scientific
community by their reproducibility."

- Robert Boyle, 1627-1691



Decent Getting there… Well done!
• Data available on 

request.
• All meta data required

for generating the 
results available.

• Data deposited in public 
repositories.

• Raw data available in 
unedited form.

• If the raw data needed 
preprocessing, scripts 
were used rather than 
modifying it manually.

• Section in the paper to aid in 
reproduction.

• Used non-proprietary and 
machine-readable formats, e.g. 
.csv rather than .xls.

• All code for generating 
results from processed 
data available on 
request.

• All code for generating 
results from raw data is 
available.

• The code is publically
available with 
timestamps/tags.

• All code for generating results 
from publically available raw 
data is available.

• Code is documented and 
contains instructions for 
reproducing results.

• Seeds were used and 
documented for heuristic 
methods.

• Key programs used are 
mentioned in the 
methods section.

• List of all programs used, 
and their respective 
versions, available.

• Instructions for reproducing the 
environment publically available.

Read more: Wilson et al. (2017) Good enough practices in scientific computing. PLoS Comput Biol 13(6)

Where does your latest publication fit?



“It takes some effort to organize your research to be reproducible. We found 
that although the effort seems to be directed to helping other people stand up 
on your shoulders, the principal beneficiary is generally the author herself. 
This is because time turns each one of us into another person, and by making 
effort to communicate with strangers, we help ourselves to communicate with 
our future selves.”

Schwab et al. Making scientific computations reproducible. 
Computing in Science Engineering (2000).

What’s in it for me?

What was I 
thinking???

Before project
• Improved structure and organization.
• Forced to think about scope and 

limitations.

During project
• Easier to rerun analyses and generate 

results after updating data, tools, 
parameters, etc.

• Closer interaction between collaborators.
• Much of the manuscript "writes itself".

After project
• Faster resumption of research by others (or 

your future self), thereby increasing the 
impact of your work.

• Increased visibility in the scientific 
community.

I’ll just change 
this and press 

”rerun”.

One year in submission loop and reviewer comments are finally back…
Took courseDidn't take course


