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ABSTRACT

Leprosy is a disease of humans which is caused by infection with Mycobac-

terium leprae. Although infection with M. leprae is necessary for disease, it

is thought only a small proportion of those infected (probably less than 10%)

develop clinical disease, which may be manifested across a wide spectrum.

Susceptibility to leprosy is influenced by both genetic and non-genetic fac-

tors, and there is evidence that genetic influences vary between populations.

Linkage analysis is a method for finding genes that influence a particular

trait. Nonparametric methods of linkage analysis compare the identity by

descent (IBD) sharing of genes among affected relatives to that expected in

the absence of linkage. Often nonparametric linkage analysis is applied to

small families with multiple affected siblings, but extended multicase pedi-

grees may offer increased power to detect genetic determinants of disease.

This thesis deals with methodological issues raised in a linkage analysis of

extended pedigrees with multiple cases of leprosy.

Power to detect linkage using affected relative pair data can be expressed

as a function of an epidemiological parameter called the relative recurrence

risk ratio (λR) which is defined as the ratio of the risk of disease in particular

relatives of cases to the population risk of disease. It will be shown that

power to detect linkage using relative trios can also be expressed as a function

λR and a second, related parameter, λR,R, defined here as the ratio of the risk

of disease in individuals who have two affected relatives to the population

risk of disease. Estimates of λR can be inflated if environmental risk factors

are not properly accounted for. Methods for estimating λR and λRR while

accounting for environmental risk factors are investigated using a marginal

model, and estimates of λR are presented for first, second and third degree

relatives of people affected by leprosy in Karonga district, Malawi.

Further work examines the selection of members from extended pedigrees

for inclusion in a linkage analysis. Simulation techniques are used to select

members in order to maximise information about IBD sharing between af-



Abstract 3

fected pedigree members without typing unnecessary members, which can be

time-consuming and costly. Finally, nuclear families and extended pedigrees

from Karonga are used in a partial genome screen to search for chromosomal

regions which may be linked to susceptibility either to leprosy per se or to

leprosy type. Preliminary results are presented: no regions show significant

evidence of linkage according to the stringent criteria applied in genome

screens, but there are regions that show evidence for potential linkage that

would be of interest to follow-up in this population.
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CHAPTER 1.

INTRODUCTION

Leprosy is a disease caused by infection with Mycobacterium leprae. Infec-

tion leads to disease in only a minority of those infected and, together with

non-genetic factors, host genetics are thought to influence susceptibility to

disease. The Leprosy Evaluation Project (LEP) began in 1978 in Karonga

District, Northern Malawi, as a prospective study of the prevalence and in-

cidence rates of clinical leprosy. It further aimed to investigate risk factors

which may be associated with both infection and disease. Among other

work, the project, now known as the Karonga Prevention Study (KPS), has

conducted two total population surveys, collecting data on ∼250,000 indi-

viduals, several of whom are members of large pedigrees containing multiple

individuals affected by leprosy. This project arose with the aim of investi-

gating this unique dataset in order to quantify the role of host genetics in

affecting susceptibility to leprosy and to examine whether positive results

from genetic studies of leprosy in other populations could be replicated in

this population.

In this chapter, the specific aims and objectives of this project are intro-

duced and the structure of the rest of this thesis is described.

1.1 Aims and objectives

There are three main aims of this project:

1. To quantify the risk of disease to relatives of affected individuals. This

is a measure of the size of genetic effect and is achieved by estimating

the relative recurrence risk ratio (λR) among first, second and third

degree relatives from Karonga district, Malawi. This aim led to the

following specific objectives

(a) To quantify the effect of non-genetic factors in this population.
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(b) To construct a model that would allow the residual risk of disease

in relatives of affected individuals to be estimated, after account-

ing for the effect of these non-genetic factors.

(c) To implement the model in statistical software and apply it to

data from the KPS.

2. To examine how extended multicase pedigrees available from Karonga

could be efficiently used in a linkage analysis. This was done by con-

sidering the choice of affected and unaffected members separately and

led to the objectives

(a) To explore the aggregation of disease among relative pairs and

trios in order to make inference about the use of affected relative

trios and above in family-based genetic studies.

(b) To examine sampling strategies for unaffected members of multi-

plex pedigrees using simulation. Comparisons were made on the

basis of the expected information about IBD sharing that would

be obtained under different strategies.

3. To examine whether specific results in other studies of genetic sus-

ceptibility to leprosy could be replicated in the Karonga population.

Extended multicase pedigrees were available, and the specific objec-

tives in this part of the study were

(a) To conduct a partial genome screen of selected chromosome re-

gions identified as showing association or linkage to leprosy in

other genetic studies to search for areas that showed evidence of

linkage to leprosy per se.

(b) To conduct a partial genome screen of the same regions to search

for areas that showed evidence of linkage to clinical type.

1.2 Structure of this document

This document describes the work done to meet the above aims. Chapter 2

introduces the genetic terminology that will be used in this document, and,

in particular, defines and describes the way in which genetic linkage arises.

Statistical methods for detecting linkage are reviewed. There then follows a

review of the basic epidemiology of leprosy and the factors that are known
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to influence a person’s susceptibility to disease. In particular, there is a

detailed review of the evidence that genetic factors have a role to play and

a description of the areas of genome that have been implicated.

Chapter 3 provides an introduction to the Karonga Prevention Study

(KPS) and the history of leprosy in Karonga. There is a descriptive analysis

of the epidemiological variables which will be used in this project and a pre-

liminary analysis of their effect on disease susceptibility in this population.

In chapter 4, a method is developed to estimate the relative recurrence

risk, λR, while accounting for non-genetic risk factors, and estimates ob-

tained from fitting this marginal model to the KPS data are presented.

Extension of this model to relative trios is also explored.

Chapter 5 describes how the related second degree recurrence risk ratio

λR,R varies under different one-locus genetic models and how power to detect

linkage using relative trios and pairs may be estimated under these models.

Results of the power calculations are presented for half sibling pairs and

trios.

The linkage analysis is discussed in chapter 6. First, the choice of strat-

egy for the partial genome screen and the statistical methods used are dis-

cussed. Efficient use of the extended pedigrees is explored using simulation

and recommendations are made for other studies of extended pedigrees. Fi-

nally, the results of the analysis are presented and related to those from

other studies.

Lastly, chapter 7 describes how the above aims and objectives have been

met and strength of evidence for genetic influence of susceptibility to leprosy

is reviewed in light of the results of this project.
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BACKGROUND

2.1 Introduction

This chapter describes the background to this project. Some genetic ter-

minology and parameters are introduced in sections 2.2 and 2.3. Methods

for linkage analysis of binary traits are reviewed in section 2.4 and linkage

analysis studies of infectious diseases are discussed in section 2.5.

Sections 2.6–2.7 introduce leprosy, describing the natural history, non-

genetic risk factors for disease and the evidence for host genetic risk factors.

2.2 Basic genetic concepts

In this section, some terminology commonly used in genetics is introduced

and the manner in which genetic material is passed from one generation to

the next and how linkage arises is described.

2.2.1 Terminology and definitions

Genes are coded by strings of deoxyribonucleic acid (DNA) molecules. Within

a given gene, exons are the portions that code for proteins and introns are

the sequences between exons, that are not transcribed. The physical site

or location of a gene is called a locus, and the different forms of a gene

that may exist are called alleles. Genes are arranged in chromosomes; in

humans, there are 46 chromosomes arranged in pairs, with one member of

each pair of chromosomes inherited from a person’s father, the other from

their mother. There are 22 autosomal pairs (numbered 1 to 22) and one

pair of sex chromosomes, which determine a person’s sex. Females have two

X chromosomes while males have one X (inherited from their mother) and

one Y (inherited from their father).

Each chromosome has particular features. The centromere, though not
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the actual centre of the chromosome, separates the short (p) and long (q)

arms from one another and telomeres are located at either end.

2.2.2 Meiosis and recombination

The process by which genetic material is passed from parents to a child is

called meiosis; a schematic diagram of this process is shown in figure 2.1.

During human meiosis, two copies of each chromosome line up and exchange

genetic material by means of crossovers. When there is an even number of

crossovers (including zero) between two loci, then the genes at those loci will

be present together in the resulting gamete. An odd number of crossovers

will result in the genes being separated in the resulting gametes. Genes at

two loci are said to be recombinant if they are not passed on together and

non-recombinant otherwise.

2.2.3 Map distance and recombination fractions

The map distance x between two loci, measured in Morgan units (M), is de-

fined as the expected number of crossovers between them. More commonly,

the distance is expressed in centi-Morgans (cM), with 100cM = 1M.

The recombination fraction, θ, is the probability that genes at two loci

are recombinant - ie the probability there are an odd number of crossovers

between them. Note that we expect θ = 1
2 for genes at loci on sepa-

rate chromosomes, since they are equally likely to be recombinant or non-

recombinant. However, crossover events between two loci are increasingly

rare for loci close together on the same chromosome, and so θ → 0 as we

consider loci closer and closer together.

Conversion between map distance and recombination fraction requires

that assumptions are made about how crossovers arise, and several map

functions have been proposed. The map distance is the expected number of

crossovers between two loci in a single chromatid, whereas the recombination

fraction is the probability there is an odd number of crossovers between the

two. Mather deduced the recombination fraction was 1/2 as long as there

was at least one crossover between two loci. If p0 is the probability of no

crossovers, then the recombination fraction is

θ = (1 − p0) × 1/2 + p0 × 0 =
1 − p0

2
.
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single pair of chromosomes

duplicate; tetrad formation

crossing over

split

split:

four gametes

Figure 2.1: Schematic diagram of meiosis. Each of the autosomal chromosomes
in the parent cells duplicate and line up. They exchange material by
crossing-over at places called chiasmata. They then split to form four
gamete cells (eggs in women, sperm in men). The haploid chromosomes
in gametes from each parent will pair up in the child cell, so that the
child has two copies of each chromosome, one from each parent
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The simplest map function, known as the Morgan map function, as-

sumes chromosomal segments can have at most one crossover, and that the

probability of a crossover is proportional to the length of the segment. The

probability of a crossover in m map units is therefore 2m and

θ =
1 − p0

2
=

1 − (1 − 2m)

2
= m.

Note that the function is only valid for m < 1/2 (otherwise we would have

θ > 1/2) so is not applicable for long segments of chromosome. The Haldane

map function assumes crossovers occur at random, independently of one

another. This implies a Poisson process, with rate 2m in a segment of

length m. So p0 = e−2m and

θ =
1 − e−2m

2
.

However, observations show that crossovers do not tend to occur completely

independently. Due to interference, the probability of having two crossovers

very close to each other is less than that predicted by the Haldane function,

and more complex arguments that take account of this lead to the Kosambi

function

θ =
e4m − 1

2(e4m + 1)
.

Other functions have also been proposed, but the above three are the sim-

plest. Figure 2.2 shows that all functions produce very similar results for the

small distances (< 10cM) which are generally used when conducting linkage

analyses, as described in section 2.4.

2.3 The relative recurrence risk ratio, λR

Many diseases appear to be familial - that is, they run in families (leprosy

was thought to be familial before the discovery of Mycobacteria leprae).

The relative recurrence risk ratio (λR) is one measure of ‘how familial’ a

disease is. A high ratio is often used as evidence for genetic influence of a

trait. Note, however, that a disease may appear familial not only because of

shared genetic predisposition, but also because of aggregation of non-genetic

risk factors within a family, or, in the case of an infectious disease, common

exposure to the infectious agent.



2. Background 25

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0  10  20  30  40  50  60  70  80  90  100

θ

distance (cM)

Morgan
Kosambi
Haldane

Figure 2.2: Map functions for relating map distances to recombination fractions

2.3.1 Definition

λR is a conceptually simple measure which has been in use for a number

of years. Penrose (1953), denoting it by K, discussed interpretation under

different genetic models. It is defined by Risch (1990a) as ‘the risk ratio

for a type R relative of an affected individual compared with population

prevalence’. Mathematically, let

Xi =







0 individual i unaffected

1 individual i affected

The population prevalence is K = E(X1) and the relative recurrence risk is

KR = E(X2|X1 = 1) where individual 2 is a type R relative of individual 1.

Then define the recurrence risk ratio as

λR = KR/K (2.1)
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Risch used the following result from James (1971)

KR = K +
cov(X1, X2)

K

to further express

λR = KR/K = 1 + (1/K2) cov(X1, X2)

2.3.2 Applications

Interest in λR, and the sibling recurrence risk, λS , in particular, has in-

creased since three seminal papers by Risch (1990a,b,c). In his first paper,

Risch (1990a) described the expected pattern of λR for different relatives

under single- and multi-locus genetic models. For single locus and additive

multilocus models, (λR − 1) decreases by a factor of two with each degree

of relationship. For multiplicative models (ie in the presence of epistasis),

the decrease is steeper. Risch suggested that comparison of values for λR

estimated from data to these predicted patterns may be used to detect epis-

tasis. He compared published estimates of λR for schizophrenia for different

relatives and showed it was less likely that schizophrenia was governed by a

single locus than by several loci acting multiplicatively (Risch, 1990a).

If any locus is shown to affect disease, a locus-specific λS (or λR) can also

be calculated representing the effect due to that locus alone. Risch (1990b)

showed that locus-specific λR could be used to predict the power to detect

linkage for different affected pairs using completely polymorphic markers.

This led to recommendations about which relative pairs are likely to be

more useful for different λR values. In practice, power is lower than that

predicted by Risch because of recombination between marker and disease

loci and because markers are not completely polymorphic.

λS is also commonly used in exclusion mapping - regions of chromosomes

in a genome scan are excluded on the basis that they do not confer a λS of

at least, say, 1.5 (e.g. Duffy et al., 2001). See section 2.4.6 for further detail

on exclusion mapping.

2.3.3 Estimation

The papers by Risch created interest in λR, but estimation is not straightfor-

ward. Generally, λR has been estimated using epidemiological case-control
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studies in which a set of probands with disease is selected from a population

registry or from a series of patients attending a clinic. Detailed family his-

tories are taken and used to identify the number and distribution of cases

among relatives. The same procedure can be applied to relatives of matched

controls and the rate of disease in each group of relatives compared, allowing

estimation of λR.

Guo (1998) has shown that ignoring or incorrectly modelling ascertain-

ment can lead to biased estimates of λR and increase the the probability of

falsely concluding a disease is subject to a genetic effect. Olson and Cordell

(2000) further investigated ascertainment and presented methods for unbi-

ased estimates of λS under different ascertainment schemes.

However, many complex diseases are influenced by environment as well

as genetics, and many non-genetic factors aggregate in families. Estimates

of λR may be inflated if environmental factors are ignored (Guo, 2000).

Also, many complex diseases have onset after birth and disease is then an

event in time. Individuals who do not have disease when observed at one

timepoint may yet develop disease. Therefore an estimated λR greater than

1 may reflect either shared genetic or non-genetic factors (or both). More

complicated methods of estimation which take account of such issues are

discussed in section 4.3.

2.4 Genetic linkage

Linkage analysis has been used, with considerable success, in the search

for disease-causing genes relating to simple Mendelian traits. It has also

been used with success in the search for susceptibility genes related to more

complex diseases, including three infectious diseases (Marquet et al., 1996;

Bellamy et al., 2000; Siddiqui et al., 2001). These studies are discussed in

detail in section 2.5.

The description of meiosis in section 2.2.2 showed how linkage may arise.

If two loci lie close together on the same chromosome, they will tend to

segregate together (θ < 1
2) and are said to be ‘linked’. The probability

of this happening is greater, and so linkage is ‘tighter’, the closer they are.

Linkage analysis is concerned with estimating genetic distances between loci

on a chromosome and testing whether a putative gene influencing a specific

trait is linked to a marker locus or marker loci with known location.
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More formally, assume there exists a locus which influences a particular

trait of interest. Testing for linkage amounts to testing whether θ < 1
2 (θ = 1

2

corresponds to independent segregation of the two loci). Finding marker loci

that are linked to a trait enables us to narrow the region of the genome that

must be searched to find a trait-influencing locus.

Although methods exist for the analysis of both qualitative and quantita-

tive traits, this review focuses mainly on binary traits (eg affected/unaffected)

as these are of particular relevance to this study. Methods for linkage analy-

sis of binary traits can be classified broadly into two groups: mode of inher-

itance based methods (often called model-based) and model-free methods

(sometimes called nonparametric).

A ‘complex’ trait is so-called because it does not follow simple Mendelian

patterns of inheritance. This can be due to a number of factors, including

the trait being under the control of multiple genes; uncertain diagnosis;

genetic heterogeneity (different genetic variants causing the same phenotypic

trait); variable age of onset; or environmental factors (leprosy fulfils many

of these criteria). Model-based methods assume the mode of inheritance of

a trait is known and are more powerful than model-free because the model

provides additional information, but may not be appropriate for complex

traits. Misspecification of parameters can introduce bias in estimates of

the recombination fraction in two point analysis (Clerget-Darpoux et al.,

1986). Where the true model is unknown, it is possible to perform analyses

under several different models, and then take an average over all analyses,

with significance levels adjusted for multiple testing (Greenberg et al., 1998;

Abreu et al., 1999). More often, model-free methods are used for complex

traits. Both groups of methods are discussed in turn in this section.

2.4.1 Mode of inheritance based methods

A mode of inheritance for the trait (i.e. the conditional probability distribu-

tion [ phenotype | genotype ]) must be defined (either known or assumed),

and the likelihood of the observed data, X (the set of phenotypes and marker

genotypes within a set of pedigrees or relative-pairs) is considered under this

mode of inheritance.
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Two-point analysis

For two-point analysis, a trait locus is assumed to exist at a recombination

distance θ from a marker locus where genotypes are known. The aim is to

estimate θ. The likelihood of the observed data, conditional on the marker

genotypes, mode of inheritance and θ is maximised over
{

θ : 0 ≤ θ ≤ 1
2

}

,

where θ is the recombination fraction between the marker and disease loci.

The maximum likelihood estimate of θ, θ̂, can be used to test the null

hypothesis of no linkage (θ = 1
2) using a likelihood ratio test. The test

statistic used is the lod (log odds) function,

Z(θ̂) = log10

[

L(X|θ = θ̂)

L(X|θ = 1
2)

]

which may be interpreted as a comparison between the likelihood of observ-

ing the data under θ = θ̂ versus the hypothesis of no linkage (θ = 1
2).

Multilocus and multipoint analysis

Traditionally, linkage analysis proceeded as a series of pairwise two-point

tests between a trait locus and each of a number of marker loci. Advances

in molecular biology have led to increasingly dense maps of markers across

the human genome and multilocus and multipoint analysis is now common.

For multilocus methods, where the relative positions of several marker

loci are known, all marker genotypes can be used simultaneously to find a

lod score at each locus (Lathrop et al., 1984; Lathrop and Lalouel, 1984).

This gives increased power over two-point methods (Lathrop et al., 1985).

Multipoint methods go a step further by calculating the likelihood of the

trait locus being at a location x, for a set of x spanning the marked region

(i.e. including points between marker loci) and for an x unlinked to any

marker loci in the region, often denoted as the point x = ∞. The location

score at x is the log-likelihood ratio

2 ln

[

L(X|x)

L(X|x = ∞)

]

and can be divided by 2 ln(10) to give a multipoint ‘lod’ score at x.
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2.4.2 Model-free analysis of sibling pairs

Methods based on allele-sharing are often preferred for complex traits be-

cause no mode of inheritance need be specified. They are intuitively simple,

based on a comparison of observed allele sharing at marker loci among af-

fected individuals with that expected under the hypothesis of no linkage.

Significant deviation is taken as indicative of linkage between the marker

locus and a disease-influencing gene. They are often referred to as ‘model-

free’ or ‘non-parametric’ methods, to distinguish them from the ‘lod-score’

or ‘model-based’ methods described above. However, these titles have been

controversial, as discussed later in section 2.4.5.

Identity by descent and identity by state

Model-free methods fall into two groups: identity by state and identity by

descent. Two alleles are identical by state (IBS) if they share the same

DNA sequence and are identical by descent (IBD) if they also have a com-

mon ancestral source (i.e. descend from the same chromosome of the same

ancestor). Two loci are increasingly likely to share a common IBD status

as the degree of linkage between them increases and this allows the use of

IBD-based statistics in detection of linkage. Any alleles that are IBD must

be IBS (though the reverse does not hold) and IBS-based statistics have also

been used in linkage detection.

Statistical detection of linkage based on IBS information is not as pow-

erful as that based on IBD. IBS methods can suffer in comparison because

they use less of the available information. On the other hand, IBD methods

suffer when IBD status cannot be uniquely determined and individuals have

to be left out of the analysis. Not only does this reduce power, but it can

also lead to bias against linkage, since it is easier to identify siblings who

share no alleles IBD than those who share one or two alleles IBD, and so

these siblings will be overrepresented in the analysed subset. Methods to

deal with this include typing more polymorphic closely linked markers and

averaging any statistic used to detect linkage over all possible IBD states,

weighted by the posterior probability of each state given the observed data.

As marker polymorphism increases, the IBS distribution approaches IBD.
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Trait A

like unlike total

like n0 n1 n0 + n1

Trait B unlike n2 n3 n2 + n3

total n0 + n2 n1 + n3 n

Table 2.1: Example table for Penrose’s sib pair method of linkage analysis

IBS methods

One of the first allele sharing methods of linkage analysis was proposed by

Penrose (1935). We can tabulate sib pairs in a 2x2 table, according to

whether they are alike or not for two traits, as shown in table 2.1.

Assuming no linkage between the genes controlling traits A and B, sib-

ling pairs who are concordant for A should not be distributed in any way

differently for trait B than those who are discordant for trait A. (For disease

mapping, we would take trait A to be the disease phenotype and trait B to

be the marker genotype). Significant deviation of the observed counts of sib

pairs in the table cells from that expected under Mendelian segregation is

indicative of linkage between the genes controlling the two traits. This can

be tested using the usual χ2
1 statistic.

IBD methods

Various statistics based on counting the alleles shared IBD between sib-

ling pairs have been proposed. The affected sib-pair method (Cudworth

and Woodrow, 1975) is similar to Penrose’s, but with some improvements:

marker sharing is defined by IBD status (not IBS) and attention is restricted

to sib pairs in which both members are affected. Assuming no linkage be-

tween trait and marker loci, affected sib pairs would be expected to share

0, 1 or 2 marker alleles IBD in the proportions 1
4 : 1

2 : 1
4 . If n sibling pairs

are recruited, and n0, n1 and n2(= n − n0 − n1) are observed to share 0,

1 and 2 alleles IBD at a locus, then deviation from the expected numbers

e0 = n
4 , e1 = n

2 and e2 = n
4 is taken to be indicative of linkage and can be

tested using Pearson’s χ2 statistic:

S =
2

∑

i=0

(ni/n − ei)
2

ei
∼ χ2

2.
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One degree of freedom (1 df) tests are generally more powerful than 2df

tests, and Suarez et al. (1978) suggested comparing just the proportion of

siblings sharing two alleles IBD with the expected proportion, 1/4, using

the statistic
(n2/n − e2)

e2

(n

3

)
1
2 ∼ tn−1

and a one-sided test, since we are only interested in the observed proportion

exceeding the expected. This statistic is most powerful for recessive traits

(Whittemore and Tu, 1998) because of the focus on excess sharing of both

alleles at a locus.

The 1df family of test statistics of the form T = νn1 + n2 was explored

by Knapp (1995). Setting ν = 1
2 gives the ’mean test’ statistic (T is then

half the mean number of alleles shared IBD in the sample), which is asymp-

totically normal with mean n
2 and variance n

8 which leads to the statistic

n2 + n1/2 − n/2
√

n/8
∼ tn−1

for testing linkage. This was shown to be locally most powerful for all pos-

sible single-locus models and uniformly most powerful when n0n2
n2 = (n1

n )2.

All these tests, however, require that IBD status can be unambiguously

determined at the locus under test. These tests have therefore often been

restricted to families that are fully informative for IBD.

Multiplex sibships

The above tests are designed for sibling pairs, but often affected trios and

above will be recruited and must be broken up into pairs. Suppose we have

collected an affected sibling trio (1, 2, 3). This can be split into pairs by

1. choosing one pair from each sibship (eg use pair (1, 2) and discard

sibling 3);

2. using all independent pairs (eg use pairs (1, 2) and (1, 3)); or

3. using all possible pairs (ie use pairs (1, 2), (1, 3) and (2, 3)).

In the first option, there will be a loss of power due to discarding some

data, and in both the first and second options the result may depend on the
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choice of pair. Therefore, the third option, using all possible pairs, is often

preferred.

Using non-independent observations, though, can increase the false pos-

itive rate. To account for this, each observation can be weighted. One com-

mon scheme is to weight each pair from a sibship of size n by 2/n (Suarez

and Eerdewegh, 1984), which means the weighted number of pairs is n − 1,

which is the number of independent pairs that could have been formed.

In fact, using all pairs does not inflate the false positive rate for counting

methods (Blackwelder and Elston, 1985) though when using likelihood ra-

tio methods the false positive rate may increase (Abel and Müller-Myhsok,

1998) or decrease (Meunier et al., 1997), depending on family structure

and marker informativeness. Both studies found 2/n to be a conservative

weighting scheme.

An alternative method of linkage analysis, which does not require split-

ting a multiplex sibship but, rather, deals naturally with sibships of all sizes

was proposed by de Vries et al. (1976). This method tests for non-random

segregation of haplotypes based on the distribution of the number of affected

siblings receiving a particular parental haplotype (in favour of the other)

from their parent. For the ith sibship of size ni, let parent j (j = 1, 2) have

genotype be A|B and let nA and nB be the number of siblings who received

haplotype A and B respectively. Then Dij = |nA − nB| is the observed

difference between the number of affected siblings with one and those with

the other parental haplotype. The test is based on comparison of Dij with

the expected difference, dij . Under random segregation, nA ∼ B(ni, 1/2)

and so dij = E(Dij) and σ2
ij = V (Dij) may be calculated. Dij and dij are

compared using the statistic

N =
(|∑ Dij − dij | − 0.5)2

∑

σ2
ij

which has a χ2
1 distribution.

Note that this is a quite different test to the transmission/disequilibrium

test (TDT) proposed by Spielman et al. (1993). In the latter, the authors

test for non-random segregation of particular haplotypes using parent-child

trios, ie testing for linkage in the presence of association. The method

proposed by de Vries et al. (1976) tests for non-random segregation of HLA

haplotypes in general among affected children of each parent, ie testing
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purely for linkage. It can be shown to be equivalent to the mean test for

ni = 2 (Abel et al., 1998a).

2.4.3 Likelihood based analysis of relative pairs

Further to the work described in section 2.3, Risch (1990b,c) proposed a

method for linkage analysis known as MLS (Maximum Lod Score). The

likelihood of observed genotypic data in affected sib pairs can be expressed

as a function of the proportion sharing 0, 1 or 2 alleles IBD, z = (z0, z1, z2).

This can be compared using a likelihood ratio test to the likelihood of ob-

served data under the hypothesis of no linkage (under which the sharing

proportions are α = (α0, α1, α2) = (1/4, 1/2, 1/4)):

Λ =

∏N
j=1(

∑2
i=0 ziwij)

∏N
j=1(

∑2
i=0 αiwij)

(2.2)

where wij is the probability of observing the markers of the jth pair, given

that they share i alleles IBD. log10 Λ is a lod score which can be maximised

over z to find posterior probabilities of IBD sharing at a locus. The max-

imised test statistic is

MLS = max
z

N
∑

j=1

log10

(

∑2
i=0 ziwij

∑2
i=0 αiwij

)

.

subject to the constraint z ∈ [0, 1]3 : z0 + z1 + z2 = 1.

However, not all values values of z ∈ [0, 1]3 : z0 + z1 + z2 = 1 are

compatible with genetic models. Risch (1990b) showed that, approximately,

values of z could be expressed as functions of λR, with z0 = 1/4λS , z1 =

λO/2λ2 and z2 = λM/λS . Expressing λR in terms of population additive and

dominance variances gives the relations λO ≤ λS and λM ≥ λS . Holmans

(1993) used these relations to show that the possible sharing probabilities

at any disease-locus must lie in the triangle in the (z0, z1) plane bounded

by z0 = 0, z1 = 1/2 and z1 = 2z0 (see figure 2.3). Simulation showed that

maximisation subject to these restrictions gave increased power to detect

linkage over the unrestricted test.

The binomial method of de Vries et al. (1976) has also been formalised

in a likelihood based statistic, known as the maximum likelihood binomial

(MLB) method. The likelihood of observed data can be expressed as a prod-
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Figure 2.3: Holman’s possible triangle for IBD sharing probabilities between sibling
pairs

uct of binomial distributions (ni, α) over parents (j) and families (i) where

ni is the number of affected offspring in family i and α is the probability

affected sibs inherit the same allele from a given parent. Under the null,

α = 1
2 , and so the standard likelihood ratio test statistic

λ = 2 ln

(

L(α = α̂)

L(α = 1
2)

)

(where α̂ is the maximum likelihood estimate of α) may be referred to a χ2
1

distribution. Simulation has shown that this test has accurate type I error

rates and is at least as powerful as the mean test under single locus models

(Abel et al., 1998a) and that it is robust to missing parental data (Abel and

Müller-Myhsok, 1998).

2.4.4 Model-free analysis of extended pedigrees

IBS methods

By removing the restriction of IBD, Weeks and Lange (1988) generalised

the affected sib-pair method to pedigrees - the affected pedigree member

(APM) method. This is based on comparison of the IBS sharing among

all affected relative pairs with that expected under Mendelian laws and

assuming no linkage. They define Zij to be a statistic measuring the marker

similarity between individuals i and j (eg the proportion of alleles shared
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IBS) in a pedigree v, and take Zv to be a (possibly weighted) sum of Zij

over all affecteds in the pedigree. Statistics from different pedigrees may be

combined in

T =

∑

v wv[Zv − E(Zv)]
√

w2
v var(Zv))

where wv is a pedigree-specific weight. T can be assumed to have a standard

normal distribution (using the Central Limit Theorem) for a large number

of pedigrees. This was extended to a multilocus test statistic by Weeks and

Lange (1992) who defined

Zij =
N

∑

m=1

Zm
ij

where m ranges over N marker loci and proceeding as before.

However, this statistic does not make use of all available information -

other pedigree members, even when available, are not used to resolve IBD

status and it is only multilocus, not multipoint analysis. APM has been

shown to perform less well than most other non-parametric methods in a

simulation study (Davis and Weeks, 1997).

IBD scoring tests

Whittemore and Halpern (1994a) describe a class of tests in which a score,

S, is assigned to each possible pattern of IBD marker allele sharing, and this

score averaged over all patterns consistent with the observed marker data

and pedigree shape, with high scores corresponding to high allele sharing

among affected relatives. The advantage here is clear - where IBD shar-

ing can be unambiguously determined, this is used directly in the analysis.

Where it cannot, an expectation is taken and individuals still contribute to

the analysis. The contribution to the overall statistic for each pedigree is

the difference between the score given observed marker genotypes and the

relationship between affected members and that expected given only the

relationship. Different score functions give rise to different tests. Two sug-

gested in the paper are Spairs and Sall (terminology from Kruglyak et al.,

1996).

Spairs is a function of the number of alleles shared IBD by each relative
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pair, summed over all affected relative pairs. It is defined as

S =
2

n(n − 1)

∑

1≤i<j≤n

fij

where fij is one fourth the number of alleles shared IBD by affected indi-

viduals i and j (so fij ∈ {0, 1/4, 1/2}).
However, when considering larger sets of affected members, it may be

more impressive to find that a group of affected individuals share the same

allele IBD rather than that they each share some allele IBD with each other.

Sall is defined as follows. Let si1, si2 be labels for the paternal and maternal

alleles of individual i. Label all alleles at a locus across a pedigree such that

two alleles get the same label if and only if they are IBD. Let u = (u1, ..., un)

where ui is either si1 or si2 for a pedigree containing n affected individuals

(there are 2n such u for each pedigree) and h(u) be the number of nontrivial

permutations of u that leave u unchanged. We expect h(u) to be large when

there is extensive IBD sharing among the n relatives’ alleles. Define the score

to be

S = 2−n
∑

u

h(u),

where u ranges over all 2n possibilities.

Both scores are expected to be high when IBD sharing is high and low

when IBD sharing is low. They are thus used to detect linkage by looking for

regions of high IBD sharing between affected individuals. Sall is a powerful

score when all affected individuals share the same allele IBD and is more

sensitive to single allele sharing than Spairs, while Spairs is more sensitive to

two allele sharing (as may occur in a recessive trait).

Using either score, the test statistic for pedigree i is then defined as

Zi =
Si − E(Si)

[V (Si)]1/2
(2.3)

where the expectation and variance are taken over the distribution of the

score conditional only on the relationship between affected individuals. The

scores can be combined across pedigrees by using a weighted sum

Z =

∑

i γiZi
√

∑

i γ
2
i

(2.4)
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which has mean 0 and variance 1. Under the Central Limit Theorem, Z ∼
N(0, 1) when a large number of relative pairs of the same type are observed.

When observed marker data do not fully determine IBD sharing, an

expectation can be taken, with Si and Zi in equation (2.3) replaced by

Si = E(Si|data)

and

Zi =
Si − E(Si)

[V (Si)]1/2

respectively, and Z in equation (2.4) replaced by

Z =

∑

i γiZi
√

∑

i γ
2
i

.

The expectation of Z is still 0, but the variance will, in general, be < 1.

This test is implemented in the software genehunter (Kruglyak et al., 1996),

but Z is still compared to a standard normal, although the inaccuracy in

the variance is acknowledged. The authors call this the ‘perfect data ap-

proximation’ and note that it will result in conservative p values - although

just how conservative these might be will depend on marker spacing and

polymorphism and on which pedigree members are genotyped.

To deal with this, Kong and Cox (1997a) proposed a likelihood model.

Each IBD configuration is given a score, as before, and the probability of

each configuration w in pedigree i is written Pi(w|δ) with δ a free parameter

such that δ = 0 corresponds to H0 and δ > 0 corresponds to an alterna-

tive of excess sharing. They show there is a class of models for which the

log-likelihood l(δ) = ln[P (data|δ)] can be written in terms of the Zi from

equation (2.3).

They propose two specific models for Pi(w|δ): the linear model and the

exponential model (see Kong and Cox, 1997a, for detailed definitions). In

fact, the linear model does not lead to a real probability distribution, and

the exponential model is preferred. These statistics are implemented in a

modified version of genehunter, genehunter-plus (Kong and Cox, 1997a).

The advantage of this model is that p values are not conservative.
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2.4.5 Comparison of model-based and model-free methods

This review has focused mainly on model-free statistics, because they will

be used in this project. The relative merits of model-based or model-free

methods has been the subject of much debate in the literature. The main

points are as follows:

Effects of misspecified parameters

Since it is unlikely that the genetic model for a disease will be known exactly,

it is important to understand how model based methods behave when the

model is misspecified. This is particularly important when the analysis is

applied to complex diseases.

The parameters involved in these methods include p, the frequency of

the disease-related allele and fij , the penetrances for a person with genotype

i/j. Misspecifying either of these does not appear to increase the false

positive rate and has only a small effect on power, as long as penetrances

are not incorrectly specified as complete (Xu et al., 1998). More important

is misspecifying the dominance of the genetic model. This can lead to a

large loss in power and biased estimates of θ (the recombination fraction

between the marker and disease locus), particularly if a dominant model is

misspecified as recessive (Clerget-Darpoux et al., 1986).

To allow for the application of model-based methods to complex disease

(where the disease model is unknown) some authors argue for the analysis

to be performed under different disease models. This introduces multiple

testing which must be accounted for (MacLean et al., 1993). Another alter-

native is to maximise the lod score over single locus models. For example,

Curtis and Sham (1995) maximise the lod score over the heterozygote pen-

etrance (fij). However, it is not clear how these methods perform when the

underlying disease model involves multiple loci.

Both model-based and non-parametric methods require specification of

population allele frequencies when founders are untyped and both are sensi-

tive to misspecification of these. When founders are not typed, their geno-

types are estimated conditional on the population allele frequencies. If two

affected relatives share a marker allele, the probability the sharing is IBD

and thus the probability of linkage between this allele and the disease al-

lele increases with its rarity. Therefore incorrect allele frequencies in either
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direction can influence the evidence for linkage if a founder’s genotype is

unknown, and may lead not only to reduced power but also increased false

positive rates (Ott, 1992). If all founders are typed, however, allele frequen-

cies do not play a part in the model. It is likely to be a bigger problem

for multipoint methods and when markers are closer together, and errors in

intermarker distances and the order of markers also have a great influence

on the result, particularly when markers are very close together.

Power

Model-free methods are attractive when dealing with complex traits because

there is no need to specify explicitly a mode of inheritance. This also means

they often take a ‘one test fits all’ approach by testing for any deviation in

the observed data from that expected under the hypothesis of no linkage.

Model based methods test for a specific type of deviation, which means they

have more power when the correct model is specified, and have been shown

to be at least as powerful as model-free methods in this instance (Abreu

et al., 1999).

Under the incorrect model, however, parametric methods can perform

poorly in terms of power to detect linkage and result in biased estimates of

the recombination fraction (Clerget-Darpoux et al., 1986), although some

authors have argued that the method of averaging results over several pos-

sible models is still more powerful than nonparametric methods even after

adjustment for multiple testing (Durner et al., 1999).

Statistical equivalence

It has been shown that many model-free tests are statistically equivalent to

parametric tests under particular modes of inheritance. For example, Knapp

et al. (1994) showed that the mean sib-pair test is statistically equivalent to

parametric lod score analysis under a recessive model. Whittemore (1996)

demonstrated that in the case of complete IBD information, the Sall statistic

is the efficient score statistic corresponding to a parametric likelihood, which

implies that a test based on Sall is equivalent to a test based on maximising

a parametric likelihood. In effect, a so-called model-free analysis may be

testing for linkage under a specific genetic model without acknowledging

this fact.
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It is important to be aware of this equivalence between ‘model-based’

and ‘model-free’ methods if using the latter. But several authors argue that

this should not preclude their use (e.g. Kruglyak, 1997). Different model-

free tests will be sensitive to different types of deviation from the null and

so no single test will be optimal in all situations. The best option seems

to be to pick one that is robust to differences in the way deviations arise,

rather than one that is particularly sensitive to one type of deviation. Sengul

et al. (2001) examined the performance of ten commonly used nonparametric

statistics under 27 different genetic models for affected sibships of sizes two

to five. They found Sall performed consistently well, being either the most

powerful or nearly the most powerful under all models.

2.4.6 Exclusion mapping

Linkage analysis is generally concerned with evidence for linkage between

a trait and marker gene. But the flip side is to examine evidence against

linkage. Thus, regions of chromosome that are highly unlikely to contain

any gene linked to the trait can be excluded from further analysis. In sin-

gle point lod score analysis, for a given marker, all values of θ such that

Z(θ) < −2 (corresponding to a likelihood ratio of 1 : 100 or less) are ex-

cluded. Similarly, in multipoint lod score analysis, regions are excluded on

the basis that Z < −2.

Exclusion mapping can also be performed using Risch’s MLS statistic,

which is made dependent on a value for λS (eg λS = λ∗). Under no domi-

nance variance,

z0 = α0/λ∗

z1 = α1

z2 = α2/(2 − 1/λ∗)

where zi and αi are the posterior and prior probabilities respectively of

sharing i alleles IBD. The likelihood of the observed data at a locus under

λS = λ∗ can be compared to the likelihood under the null hypothesis of no

linkage using the likelihood ratio defined in equation (2.2). A lod score can

be formed by summing log10 Λ across pedigrees at each position. Regions

where the lod score is strongly negative (< −2) can be excluded from con-

taining a locus responsible for a locus-specific λS of λ∗ or greater. Note that
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such a region might still contain a locus responsible for a smaller effect.

2.4.7 Criteria for declaration of statistically significant linkage

In all the above methods, some statistic is calculated that summarises the

statistical evidence for linkage. As this statistic increases, so it becomes

increasingly unlikely that such a statistic was reached by chance alone and

likely that linkage exists. As with all statistical tests, significant results are

declared when the statistic being used to detect linkage exceeds some pre-

defined boundary. The boundary is commonly chosen such that a spurious

significant result would occur randomly 5% of the time (corresponding to ‘a

type I error rate of 5%’, or ‘significance at the 5% level’). But the choice of

where to set the threshold to declare linkage is important.

Typically Z(θ̂) > 3 has been taken as indicative of significant linkage,

and been shown to correspond to a type I error rate of 5% when a single

marker is being tested. However, when conducting genome screens this must

be raised to account for multiple testing. While increasing the threshold de-

creases the false positive rate, it also decreases the power to detect linkage.

Bonferroni type corrections are not appropriate when dealing with dense

maps of markers because the markers will be linked and so the tests will not

be independent. Lander and Kruglyak (1995) argued that a threshold of

MLS > 4 was appropriate. Other authors have argued for other thresholds,

eg Suarez and Hampe (1994) suggest 3.2. Such thresholds are often calcu-

lated under particular assumptions (eg an infinitely dense marker map), and

may not be appropriate for all studies. Sawcer et al. (1997) showed that the

Lander and Kruglyak value was conservative in their study of linkage in sib-

ling pairs affected by multiple sclerosis. Using simulation, they showed that

a threshold of MLS > 3.2 corresponded to a 5% type I error rate in their

study and recommended that simulation be more widely used to determine

the significance of results.

In practice, when an MLS > 3 is observed, further closely spaced markers

are typed in the region or more families are recruited to increase further the

MLS and narrow the region of interest.
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2.4.8 Efficient strategies for conducting a genome screen

When conducting a genome screen, one option is to type all individuals

at closely spaced markers across the genome, but this is likely to be an

inefficient strategy. The main aim of choosing an efficient strategy is to

minimise genotyping without losing power. One common strategy is to use

a two-stage screen, with a coarse grid of markers in the first stage. In the

second, only those areas showing suggestive linkage are typed using a finer

marker grid. Another is to initially screen only a subset of the available

individuals and screen the remainder only in those areas showing suggestive

linkage in the first stage. Holmans and Craddock (1997) showed that an

efficient strategy will involve a combination of these two. A low threshold

should be chosen for the first stage, to ensure true linkage is not missed.

Typing unaffected relatives increases information about IBD states, and

thus power, particularly when markers are not highly polymorphic. How-

ever, Holmans and Clayton (1995) showed that it is more efficient to increase

the number of affected sibling pairs in a dataset than their unaffected rela-

tives, though the cost of additional genotyping must be weighed against the

cost of recruitment. Typing unaffected relatives also increases the chance

of detecting genotyping errors or mispaternities. But affected relative pairs

who have no unaffected relatives available for genotyping should not be dis-

carded from analysis.

2.5 Linkage analysis and infectious diseases

As mentioned in section 2.4, genome screen linkage analysis has been success-

ful in the localisation of genes which affect human susceptibility to infectious

diseases. Three diseases are considered here: schistosomiasis which was the

first (Marquet et al., 1996, 1999), TB (Bellamy et al., 2000) because of its

relationship to leprosy and leprosy itself (Siddiqui et al., 2001; Tosh et al.,

2002; Mira et al., 2003).

2.5.1 Schistosoma mansoni

The first successful mapping of a locus controlling susceptibility to an infec-

tious disease was a genome screen of pedigrees affected by schistosomiasis

(Marquet et al., 1996, 1999). Schistomiasis is caused by eggs laid by Schis-

tosoma mansoni (schistosome worms), which live for years in the mesenteric
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and portal veins of a human host. Infection occurs when humans wade or

bathe in waters infested with schistosome larvae. A segregation analysis

of infection intensity (measured by eggs per gram of tissue), adjusted for

age, sex and water contact was performed on 20 Brazilian pedigrees. The

results suggested a co-dominant major gene controlling infection, with the

allele predisposing to high infection levels at a frequency of 0.2–0.25 in the

population (Abel et al., 1991). A genome scan was then performed using

parametric linkage analysis under this model with 142 Brazilian people from

11 informative families. The results showed strong evidence of linkage at

two closely linked markers in the 5q31-q33 region (Z = 4.74, Z = 4.52) and

confirmed the existence of a codominant major gene controlling infection

intensity. The authors also noted that no other marker had a single-point

lod score above 1.1.

2.5.2 Tuberculosis

Tuberculosis (TB) is caused by infection with Mycobacterium tuberculosis.

Bellamy et al. (2000) conducted a two stage genome scan on affected sibling

pairs from the Gambia and South Africa. In the first stage, 92 affected

sib pairs and their parents were typed for 299 microsatellite markers and

analysed using the MLS method. Seven regions showed potential evidence

for linkage (MLS > 1). In the second stage, 22 markers from these regions

were typed in a further set of 82 sib pairs and parents. Only two regions, on

chromosome 15q (MLS = 2) and Xq (MLS=1.77) continued to show evidence

suggestive of linkage. Even though a previous case-control study in the

Gambia found 2 candidate genes, NRAMP1 and VDR, to be associated with

TB (Bellamy et al., 1998), markers near these showed only weakly positive

lod scores. The authors argued that this could be because susceptibility to

TB was under polygenic control, and that the regions found in the linkage

analysis would have a stronger effect than the candidate genes NRAMP1

and VDR. The evidence, though, is not clear, and a larger sample size,

or case-control trials of candidate genes in the regions showing suggestive

linkage would be necessary to confirm this hypothesis.
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2.5.3 Leprosy

Siddiqui et al. (2001) also conducted a two stage genome screen, using sibling

pairs from India affected with leprosy. In the first stage, 103 sibpairs and

their parents were typed for 388 polymorphic markers. Weak suggestive

linkage (MLS > 1) was found in 28 regions, and 37 markers from these

regions were typed in a further 142 sibpairs and their parents. Only one

region on chromosome 10p showed a multipoint MLS > 3, and a further eight

markers were typed in this region on all families to increase marker density.

The maximum multipoint lod score was found to be 4.09 (p < 0.00002) on

chromosome 10p13, with an estimated locus-specific λS of 1.66. The authors

argue that this shows that susceptibility to leprosy is under polygenic control

(of HLA and a gene located near 10p13) and that it is possible to map genes

controlling susceptibility to infectious diseases using obtainable sample sizes.

Regions with multipoint lod scores above 1 but below 3 were examined

by typing additional microsatellite markers. The marker D20S115 was found

to have a multipoint MLS of 1.29 across all families, but when families were

divided according to region, the multipoint MLS was found to be 3.16 for

175 families from Tamil Nadu and 0.38 for 70 families from Andhra Pradesh

(Tosh et al., 2002). The singlepoint MLS for the Tamil Nadu families for

this marker was 3.48. The authors found no evidence for interaction between

markers in 20p12 and 10p13, suggesting loci at these two locations act in-

dependently, although the power to detect minor interactions with only 175

families is low.

The finding of linkage among families from only one of the two regions

studied was unlikely to be explained by differences in diagnoses, since the

same criteria were used in each area. However, it is known that the Indian

population consists of many groups with different origins and migration

histories and the authors argue that this can explain the different findings

in the two regions, claiming that risk alleles may be population-specific.

Indeed, population-specific MHC risk alleles have been found in South India

in studies of TB (Pitchappan et al., 1984) and psoriasis (Pitchappan et al.,

1989). The authors do not say whether evidence for linkage differed between

the two groups for the chromosome 10p13 locus.

A more recent study recruited 86 affected sibships (205 affected siblings

altogether) from Vietnam and their parents (Mira et al., 2003). Clinical

leprosy may manifest in different forms (this will be discussed in detail in
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section 2.6.1) and in the Indian study only two of the cases were of the

multibacillary (MB) type; the remainder were paucibacillary (PB). In con-

trast, 56% of the Vietnamese cases were MB, reflecting the higher incidence

of this type of leprosy in Vietnam. An entire genome screen was conducted

using 388 highly polymorphic markers at 10cM spacing. Using the bino-

mial likelihood method of (Abel et al., 1998a), eleven regions were found

to show evidence for linkage, with multipoint LOD scores above 1. These

regions were saturated with more markers, and statistically significant evi-

dence (LOD=3.88) was found only in the 6q25–q27 region and the observed

IBD sharing in this region corresponded to a locus-specific λS of 2.21. A

further 208 simplex families were enrolled and TDT testing provided sup-

porting evidence for this linkage, with Bonferroni-correct p values of 0.008

and 0.0018 for the markers D6S1035 and D6S305 respectively.

The authors also found non-significant evidence for linkage in, among

others, the 6p21 region which contains the HLA complex (LOD=2.62) and

the 20p12 region (LOD=1.13). However, no evidence was found for linkage

to the 10p13 region (LOD=0.22).

The authors noted that their sample contained a far higher proportion

of MB cases than the Indian study, and so divided their siblings into three

groups (MB concordant, PB concordant and discordant) and conducted the

same analysis for each group for the 10p13 and 6q25 regions. Evidence for

linkage to 6q25 was found in all three groups and the IBD sharing propor-

tions in this region were similar across all groups. However, for the 10p13

region, there was evidence for linkage only among the PB concordant siblings

(LOD=1.74), despite the lack of evidence for linkage to 10p13 in the sample

overall. The authors conclude that the 10p13 region is linked to suscepti-

bility to PB leprosy, while the 6q25–q27 region is linked to susceptibility to

leprosy per se.

2.6 Natural history and epidemiology of leprosy

Leprosy is a chronic infectious disease of man caused by Mycobacterium

leprae. It probably originated in Asia, spread to Africa and Europe and

appears to have been introduced repeatedly into the Americas in the 15th

and 16th centuries. It has disappeared from wealthier populations in recent

centuries (the last documented cases in the British Isles had onset in 1798).
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Prevalence of registered cases has fallen with increased availability of short-

course multi drug treatment after 1980 and the WHO reported there were

597,232 cases registered for treatment worldwide at the end of 2000, with

719,330 cases detected in the same year (WHO, 2002). Leprosy is now

concentrated mainly in tropical belt countries, particularly India and Brazil.

It is essentially a disease of the peripheral nerves but it also affects the skin

and sometimes other tissues. Although rarely fatal, it is a significant cause

of disability. The mode of transmission of M. leprae is still unknown - the

currently prevailing view is that infection is spread human to human through

nasal emissions, though skin to skin transmission has been supported by

some researchers, and others have proposed environmental sources of M.

leprae in soil or animal reservoirs.

M. leprae has an extremely slow doubling time - nearly two weeks. This

may be partially responsible for the long incubation period, which averages

between two and four years, although periods as short as three months and

as long as 40 years have been recorded (Bryceson and Pfaltzgraff, 1990).

There is no sensitive and specific test for infection with the leprosy bacil-

lus, and thus the patterns of infection are unknown. Several authors (e.g.

Bryceson and Pfaltzgraff, 1990) argue that leprosy is likely to be similar to

tuberculosis (which is caused by infection with another mycobacteria, M.

tuberculosis), with disease occurring in only a small (∼ 10%) proportion of

infected individuals.

2.6.1 Clinical classification of leprosy

Among those who develop disease, clinical manifestations present over a

wide spectrum, classified by histopathologists on the 5 point Ridley-Jopling

scale (see table 2.2) from tuberculoid (TT) to lepromatous (LL). Borderline

patients (BB) tend to be immunologically unstable and prone to shift to-

ward either end of the spectrum. Lepromatous disease is characterised by

an extremely high bacterial load (up to 109 bacilli per gram of tissue in the

dermis) and low to non-existent cell-mediated immune response. Tubercu-

loid cases have very few bacteria and very strong cell-mediated response.

This variation in bacterial load leads to another classification for leprosy

as paucibacillary (PB) or multibacillary (MB), with PB corresponding to

tuberculoid and MB to lepromatous disease.
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Classification: TT . . . . . .BT . . . . . .BB . . . . . .BL . . . . . .LL
tuberculoid . . . .borderline . . . . lepromatous
paucibacillary . . . . . . . . . . . . . . multibacillary

Bacterial load low/undetectable . . . . . . . . . . . . . . . . . . . . .high
Cellular immune response high . . . . . . . . . . . . . . . . . . . . . low/non-existent
Humoral immune response low . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . high

Table 2.2: Classification of leprosy on the Ridley-Jopling scale

2.6.2 Stages at which genetics may affect development of disease

According to current views, only a minority of those exposed to M. leprae

develop disease and they present with clinical symptoms over a wide range.

It is not yet clear why one person develops a different clinical type of disease

to another, or even develops disease at all. One can therefore imagine two

stages at which both environmental and host genetic and non-genetic factors

may affect first whether infection occurs and secondly the development of

clinical disease. This is shown schematically in figure 2.4.

2.6.3 Non-genetic factors associated with increased or decreased risk of

leprosy

Development of clinical leprosy is affected by several factors. The main

non-genetic factors are:

Sex

In Asia, leprosy is reported more frequently in males than in females, but

this may be an artifact (women being less thoroughly examined). In many

African populations, including Karonga District, it is reported more often

in females. Type of disease also varies by sex and, in all populations, lepro-

matous disease is found more frequently in males than in females.

Immune history

Exposure to other mycobacteria, including environmental mycobacteria and,

in particular, vaccination with Bacille Calmette-Guerin (BCG) reduces risk

of disease in all populations, though the amount of protection conferred

appears to vary between populations (Bryceson and Pfaltzgraff, 1990). BCG
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Figure 2.4: Schematic diagram of the stages when development of disease may be
affected by host and environmental factors

vaccination has been shown to halve risk of disease in Karonga and it appears

a second vaccination halves the risk of disease again (Pönnighaus et al.,

1994).

Age

There is evidence in older literature (eg from Norway and the Philippines)

that leprosy incidence was greatest in young adults in endemic populations

(Fine, 1982). This pattern is no longer evident, however. Declining incidence

and high uptake of BCG vaccination among children over the past several

decades has shifted peak incidence to older age groups in most populations.

Exposure

Since leprosy is an infectious disease, exposure to the infectious agent is

clearly necessary for disease. As mentioned above, however, the exact mode

of transmission is not known. Studies have shown that sharing a household
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with an infected person substantially increases risk of disease, particularly

if s/he suffers from MB leprosy (Fine et al., 1997).

2.7 Evidence for genetic influence on host susceptibility to leprosy

Several lines of evidence suggest that in addition to the above non-genetic

risk factors, host genetics play a role in determining an individual’s risk of

developing clinical leprosy. Here, this evidence is considered, starting with

the more general or cruder studies and leading to the more specific studies

which implicate particular genomic regions or genes.

2.7.1 Susceptibility to atypical mycobacterial infections

Rare genetic mutations have been found which cause hypersusceptibility to

weakly pathogenic mycobacterial infection. Such mutations confirm that

genetic factors have an effect on susceptibility to mycobacterial disease in

general, and indicate particular genes which are of importance for a healthy

immune response to infection with mycobacteria. They have been found

in genes coding for cytokines involved in immune response: IFNγ, which is

part of the TH1 response leading to macrophage activation; and IL12, which

plays a key role in influencing expression of IFNγ - see Marquet and Schurr

(2001) for a full review.

2.7.2 Racial variation of susceptibility to leprosy

Although leprosy is found among people of all races, leprosy-type does ap-

pear to differ between races, with the proportion of lepromatous disease

being lowest in Africans, higher in Asians, and highest amongst Caucasians.

This difference has been shown to persist in migrant populations (Job, 1980),

suggesting that it is related to host response rather than environment. How-

ever, some authors (e.g. Fine, 1988) suggest this may be due at least in part

to variation in ascertainment of tuberculoid disease (characterised by hy-

popigmented patches which are most easily seen against a dark skin).

2.7.3 Twin studies

Monozygotic twins have identical genes, while dizygotic twins are expected

to share only half their genes. On the assumption that both share a similar
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environment, higher concordance of a trait among monozygotic than dizy-

gotic twin pairs is suggestive of genetic influence over the trait. Few twin

studies of leprosy have been published and most suffer from poor study de-

sign. The most quoted was carried out in India by Chakravartti and Vogel

(1973). Although clearly suffering from ascertainment bias (62 monozygotic

and 40 dizygotic twin pairs were ascertained, although dizygotic twins are

far more common), the results are at least consistent with a major genetic

contribution to leprosy. Results are summarised in table 2.3.

Zygosity Monozygotic Dizygotic

pairs ascertained 62 40
both afflicted 37 (43.5%) 8 (20.0%)
type concordant 32 (86.5%) 6 (75.0%)

Table 2.3: Results of a twin study of leprosy in India by Chakravartti and Vogel
(1973)

2.7.4 Segregation analyses

Segregation analysis aims to determine the transmission pattern of a trait

within families and tests this pattern against predictions from specific ge-

netic models - for example recessive or dominant. It should be noted that

segregation analysis was originally designed to find single gene Mendelian

traits, and has been successful in this area. However, the immune response

to M. leprae is likely to be a complex trait, not under control of a single

gene, and risk of disease is also affected by non-genetic factors. More recent

segregation models claim to cope with these problems (see Jarvik, 1998)

but several authors argue that segregation analyses are inappropriate for

diseases such as leprosy (e.g. Cooke and Hill, 2001), often citing McGuffin

and Huckle (1990).

McGuffin and Huckle used complex segregation analysis to ‘demonstrate

the existence of’ a single major recessive gene for attending medical school

- under a mixed model, a major recessive effect received more support than

the multifactorial hypothesis. As McGuffin and Huckle acknowledge, while

genetic factors may well play a part in the choice of medicine as a career,

it is highly unlikely that it could be under control of a single gene. It is
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more likely this result is due to inadequacies of segregation analysis for the

analysis of complex traits.

Despite this, some published segregation analyses have claimed to find

evidence for particular genetic models for transmission of susceptibility to

leprosy. Shields et al. (1987) describe an isolated population in Papua New

Guinea within which the basic social unit was claimed to be the community

and not the family. If this were true, the spread of an infectious disease in

this population might be expected to be communal and not familial; but the

reverse was found, with risk of disease associated with degree of relationship,

suggesting genetic factors were influencing susceptibility. They also con-

ducted a formal segregation analysis within one large kindred, but could not

differentiate between any Mendelian genetic model, an unrestricted model

and a purely environmental hypothesis.

Other published segregation studies have found evidence consistent with

a major recessive gene affecting susceptibility to leprosy per se (Haile et al.,

1985; Abel and Demenais, 1988; Feitosa et al., 1995; Shaw et al., 2001) and

to tuberculoid disease (Haile et al., 1985; Abel et al., 1989). (Note that

Haile et al. used data collected in an earlier study (Fine et al., 1979) which

is discussed in the next section). Segregation analyses of lepromatous disease

have been less conclusive (e.g. Serjeantson et al., 1979; Abel and Demenais,

1988) but tended to suffer from lower power because lepromatous tends to be

rarer than tuberculoid disease. These analyses are summarised in table 2.4.

None of these analyses were conducted in Africa and the only non-genetic

factor accounted for was age.

2.7.5 Specific regions of chromosome

The search for evidence for the influence of particular regions of chromosome

or specific genes over leprosy susceptibility has employed either linkage or as-

sociation analysis, or a combination of both. Linkage analysis (discussed in

detail in section 2.4) is concerned with identifying genomic regions contain-

ing a gene that affects a particular genetic trait. Typically, affected siblings

and their parents, or multiply affected extended families are genotyped, and

the genetic data are examined to test for regions that cosegregate with the

trait more often than would be expected by chance.

Association studies use a case-control framework to test whether specific

alleles of candidate genes are associated with a particular trait. Genes are
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Author (year) Population Sample Clinical Type Conclusion1

Serjeantson et al. (1979) Papua New Guinea 340 affecteds and 1st degree
relatives

LL/LT inconclusive; suggestive of a
multi-factorial model

Haile et al. (1985) India 72 pedigrees all major recessive gene, freq.
∼ 0.02

TT/BT major recessive gene, freq.
∼ 0.01

Shields et al. (1987) Papua New Guinea 19 affecteds in single kindred
(89 individuals)

all NS

Abel and Demenais (1988) Caribbean 27 multigenerational
pedigrees

all major recessive/ codominant
gene

TT/BT/BB major recessive/ codominant
gene

LL/LT NS

Feitosa et al. (1995) Brazil 1568 families (10886
individuals)

all recessive gene, freq. ∼ 0.05

Shaw et al. (2001) Brazil 76 families (1166 individuals) all two locus model, recessive
major and modifier genes

1 NS indicates no significant result

Table 2.4: Summary of segregation analyses for leprosy
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typed in cases and (often matched) controls and the frequency of specific al-

leles compared between the two. If there is a significant difference observed,

this indicates a particular allele is associated with increased or decreased

risk of disease. A positive result may arise because the candidate gene is

of functional importance in the disease process, because a gene in linkage

disequilibrium with it is of functional importance or because the cases and

controls were not adequately matched for genetic background. An important

issue when conducting case-control studies is to ensure appropriate correc-

tion for the number of alleles tested. One very simple way this is done is to

multiply any p value by the number of tests performed.

Such studies into susceptibility to leprosy are reviewed below, grouped

by specific chromosome regions.

Human Leukocyte Antigen

The human leukocyte antigen (HLA) system is an extremely polymorphic

region located on the short arm of chromosome 6 and is known to play an im-

portant role in cellular immune response, being responsible for presentation

of specific antigens to T cells. The HLA region is within the Major His-

tocompatibility Complex (MHC) region which is divided into three classes

which differ in structure and function and the cell types on which they occur.

Figure 2.5 shows the organisation of the human MHC region.

Roles of MHC genes Genes within the class I and class II MHC regions

encode the HLA class I and class II antigens. Class I molecules are found on

the cell membrane of nearly all nucleated cells, while class II molecules are

mainly present on immune system cells: macrophages and other antigen-

presenting cells, B lymphocytes and activated T lymphocytes. The number

of molecules of an MHC antigen may be altered by the presence of cytokines,

class II

DP DM LMP/

TAP

DO DQ DR

class III

C2,C4 G7a/b TNF

class I

B C E A G F

centromere telomere

Figure 2.5: Organisation of the human Major Histocompatability Complex (MHC)
region on chromosome 6
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for example, the cytokine IFN-γ upregulates MHC class II expression. Genes

encoding cytokines (among others) are located in the MHC class III region,

which is located within one megabase of the MHC class II region.

The main function of class I and class II molecules in the normal immune

response is to present antigen to T cells, which are unable to recognise anti-

gens directly and can only participate in responses following MHC-associated

presentation of antigen. This is known as MHC restriction and is one of the

most important fundamental characteristics of the immune system.

Nomenclature of HLA class I and II alleles and antigens HLA typing was

originally done using cell surface antigens, but is now often done using DNA

based typing. As this change has happened, ability to discriminate between

different alleles has increased and so the naming of HLA alleles and antigens

has changed. Review of the HLA and leprosy association literature requires

some understanding of the nomenclature of antigens and alleles within this

highly polymorphic region. It is worth, here, giving a brief overview of the

nomenclature used and to note that many antigen and allele names have

changed over the years since the studies reviewed here began - see Marsh

et al. (2001) for a complete report of current nomenclature.

The changing nomenclature reflects the history of the discovery of the

HLA region and the discovery of new genes and antigens. The studies dis-

cussed in this section also reflect this history - earlier studies test only class

I antigens (A, B and C), while class II antigens began to be studied as tests

for them became field-robust. The HLA class III region has begun to be

studied only in the past few years.

Each region (eg HLA-DR, a member of class II) contains several loci

(eg HLA-DRB1, which codes for the β1 domain). Serological typing using

alloantisera can detect class I and class II polymorphic antigens (eg HLA-

DR2), but more recent cellular typing has detected new polymorphisms,

including several splits of serological specificities (eg HLA-DR15 and DR16,

which are splits of DR2). DNA typing has led to a further level of classi-

fication, and alleles are named according to the antigen they code for (eg

HLA-DRB1*13 are the group of alleles at the DRB1 locus which encode the

DR13 antigen). This information is presented in table 2.5.
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Nomenclature Indicates

HLA-DR a region in the HLA system
HLA-DRB1 an HLA locus within the DR region, ie DRB1
HLA-DR13 an antigen encoded within the DR region
HLA-DR15(2) a split of the HLA-DR2 antigen
HLA-DRB1*13 a group of alleles at the DRB1 locus which encode

the DR13 antigen
HLA-DRB1*1301 a specific HLA allele within the HLA-DRB1 group

(which codes for the DR13 antigen)

Table 2.5: Nomenclature of HLA alleles

Leprosy and HLA-I and II The binomial method developed by de Vries

et al. (1976) has been employed in seven studies of genetic linkage to lep-

rosy, summarised in table 2.6. These studies found strong evidence for non-

random segregation of HLA haplotypes to affected siblings (they shared

haplotypes more frequently than expected by chance). The evidence for

non-random segregation was found to be stronger for tuberculoid siblings if

parents were healthy, and stronger for lepromatous siblings if parents were

also affected with lepromatous leprosy.

If a particular gene or haplotype conferred increased risk for leprosy per

se, then its absence would be expected to confer some protection against

leprosy. To examine this, many of these studies typed an older, healthy

sibling and looked for evidence that they preferentially inherited a different

HLA haplotype than their affected siblings. However, analysis showed no

evidence of non-random segregation.

These observations led to a theory that HLA-linked genes do not affect

susceptibility to M. leprae infection per se, but to the type of leprosy that

develops once infection has taken hold, and that they act recessively towards

tuberculoid disease and dominantly towards lepromatous disease. Although

the results for the affected siblings are convincing, the apparent lack of dis-

ease in the healthy siblings and parents does not confirm that they were not

susceptible. They may have had disease earlier and self cured, or might have

later developed disease, so the dominant/recessive theory is less convincing.

Two other linkage analysis studies which applied ‘model-based methods’

(discussed in section 2.4.1) to HLA and leprosy (Haile et al., 1985; Abel

et al., 1989) have been inconclusive. However, as will be discussed below,
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Reference Population HLA Significant resultsa

class PB/PB MB/MB PB/MB

de Vries et al. (1976) Surinam I ↑ . ↓
Fine et al. (1979) South India I ↑ . –
de Vries et al. (1980) Central India I II ↑ – .
van Eden et al. (1980) Central India I II ↑ – .
Bale et al. (1985) India I ↑ . .
van Eden et al. (1985) Venezeula I II ↑ ↑ .
Keyu et al. (1985) China I – ↑ ↓
a ‘.’ denotes that the test was not performed, ‘–’ a non-significant result, ↑

significantly more and ↓ significantly less sharing than would be expected

under random segregation. Significance is at the 5% level.

Table 2.6: Summary results for analyses of HLA haplotype sharing in affected
siblings

HLA-DR antigens are particularly implicated in studies of association to

leprosy, and DR antigens were not typed in Haile et al. (1985), and typed

only in very few study members in Abel et al. (1989). A more recent study

used combined segregation and linkage analysis to test for linkage in the

MHC region (Shaw et al., 2001), and found strong evidence of linkage to the

HLA class II region (p = 2 × 10−6).

Population- and family-based association studies of HLA antigens and

leprosy are summarised in table 2.7.5. Although most studies report a few

significant results, only the class II loci HLA-DR and HLA-DQ have been

repeatedly implicated.

Tumor necrosis factor alpha

The tumor necrosis factor alpha gene (TNF-α) is located within the MHC

class III region. TNF-α is a pro-inflammatory cytokine produced mainly by

macrophages and T lymphocytes which may affect host response to infec-

tion by stimulating effector mechanisms and promoting granuloma forma-

tion. Serum TNF-α levels are raised during reaction responses in leprosy

patients (Santos et al., 2000) and a recent case-control study in India showed

significantly higher (p < 0.001) TNF-α production in polar tuberculoid than

polar lepromatous patients (Kaur et al., 2001).

A particular TNF-α promoter polymorphism at position -308 (a G/A
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Table 2.7: Summary of leprosy and HLA antigen association studies

Referencea Population Sample Antigens tested Significant resultsb

(P )Smith et al. (1975) Phillipines 80 cases; 194 controls A none

(P )Youngchaiyud et al. (1977) Thailand 30 cases (20 MB; 16 PB) A, B ↑ Bw40 **

(P )Rea et al. (1976) Mexico 92 cases; 315 controls A, B none

(P )Ottenhoff et al. (1987) Ethiopia 61 BT cases; 39 controls A, B, C, DR, DQ T none

(P )Takata et al. (1978) Japan 60 cases (28 MB; 32 PB); 184 controls A, B, Bw, Cw4 none

(P )de Vries et al. (1980) C India 15 PB, 16 MB cases; 36 controls DR T ↑ DRw2
T ↓ DRw8 *

(F )van Eden et al. (1980) C India 15 nuclear families A, B, C, DR T ↑ DRw2 *

(P )van Eden et al. (1981) C India 78 sporadic TT/BT cases;129 controls A, B, C, DR none

(P )Miyanaga et al. (1981)c Japan 54 MB cases; 167 controls A, B, C, DR, MT T ↑ DR2 *
T ↑ MT1 *

(P )Izumi et al. (1982) Japan 369 cases (295 PB; 74 MB); 110 controls A, B, C L↑ B7
L↓ Bw54

112 cases (84 PB; 28 MB); 55 controls DR, MT L↑ DR2 **
T ↑ DR2 *
L↓ DRw9 **
L↑ MT1 **
L↓ MT3 **

(F )van Eden et al. (1985) Venezuela 28 nuclear families A, B, C, DR L↓ DR3
L↑ MT1

a Studies were either population-based (P) or family-based (F)
b ↑ and ↓ indicate significant positive and negative associations respectively. Where the result applies only to a particular clinical

type of leprosy the prefix L denotes lepromatous and T tuberculoid subtypes. Significance is at the 5% level, with *, ** and ***
indicating the 1%, 10−3 and 10−4 levels respectively.

c p values not corrected for multiple testing
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Table 2.7: continued

Referencea Population Sample Antigens tested Significant resultsb

(P )Schauf et al. (1985) Thailand 67 cases (32 MB; 35 PB); 32 controls DR, DQ T ↑ DR2
T ↑ DQw1 *

(P )Gorodezky et al. (1987) Mexico 76 cases (30 TT; 46 LL); 100 controls A, B, C, DR T ↑ DR3

(P )Kim et al. (1987)c Korea 157 cases (124 PB; 33 MB); 162 controls A, B, C, DR, DQ ↑ DR2
↓ DR4 ***
↓ DRw53 ***
↑ DQw1 ***
↓ DQw3 ***

(P )Rani et al. (1992) N India 118 MB cases; 237 controls A, B, DR, DQ L↑ Bw60 **
L↑ DRw8
↑ DQw1 **
↑ DR2 **
↑ DQw7 **

(P )Rani et al. (1993)d N India 94 cases (41 LL; 25 BL; 28 TT); DR2, DR3, DQ1 ↑ DR2
47 controls ↑ DQ1

(F )Cervino and Curnow (1997) e S India 72 pedigrees A, B ↓ B21
Egypt 15 families A, B, DR T ↑ DR2 ***

↑ DR2 ***

(P )Visentainer et al. (1997) S Brazil 121 cases; 147 controls A, B, Cw, DR, DQ ↑ DR2
L↑ DR2

(P )Wang et al. (1999) China 69 cases (40 LL; 10 BL; 4 BT; 15 TT); B, DR2 L↓ B46 *
112 controls

(P )Joko et al. (2000) Japan 93 cases (21 LL; 24 BL; 17 BB; DR, DQ ↑ DR2 ***
26 BT; 5 TT); 114 controls ↓ DR53 **

↓ DQ4 **

d This study tested specific alleles that code for particular antigens, so p values for the antigens themselves are not available
e Reanalysis of Fine et al. (1979) and Dessoukey et al. (1996)
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Reference Population Number (frequency, %) of TNF2 in
MB cases PB cases controls

Roy et al. (1997) India 121 (7.0) 107 (2.8) 160 (2.8)
Santos et al. (2000) Brazil 210 (9.3) 90 (14.4) 92 (16.3)

Table 2.8: Summary of association studies of TNF2 and leprosy

transition named TNF2) has been studied in relation to leprosy, although it

is also controversial whether this particular polymorphism actually affects

TNF-α production. Some studies have found it is associated with increased

TNF-α levels (Kroeger et al., 1997; Wilson et al., 1997; Louis et al., 1998)

but others have failed to find evidence for such association. (Brinkman et al.,

1995; Stuber et al., 1995; Somoskovi et al., 1999; Kaijzel et al., 2001).

A case control study in a (mainly male) Indian population of 121 lepro-

matous patients, 107 tuberculoid patients and 160 controls found that the

TNF2 allele was present in the lepromatous group at a significantly higher

frequency than the controls (p = 0.03), with an ethnic group adjusted rel-

ative risk ratio of 2.5 (Roy et al., 1997). Allele frequencies in tuberculoid

patients were found to be similar to those in the controls. This study also

found that TNF2 was in linkage disequilibrium with HLA-DR3, but that the

frequency of HLA-DR3 was similar in both the controls and the leproma-

tous group. HLA-DR2 was found to be associated with both lepromatous

and tuberculoid leprosy, but was not in linkage disequilibrium with TNF2,

and stratification of the analysis for HLA-DR2 implied that the association

with TNF2 and with HLA-DR2 were independent, despite their proximity

to each other.

In contrast, Santos et al. (2000, 2002) found the reverse: the frequency of

the TNF2 allele was significantly lower among 300 leprosy cases (p = 0.005),

particularly the subset of 210 MB cases (p = 0.001), than among controls

in Brazil. The mean serum TNF-α levels in the Santos et al. study were

found to be similar between patients carrying two copies of the TNF1 alleles

and those carrying one or two copies of the TNF2 allele, and higher in both

groups during reversal reactions than before reactions. Allele frequencies

from the Santos et al. and Roy et al. (1997) studies are shown in table 2.8.

The results of the Santos et al. (2000) study appear to be confirmed by

another Brazilian study (Shaw et al., 2001). They conducted a combined
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segregation and linkage analysis on 76 Brazilian families (1,166 people) and

examined sporadic, single-gene and two locus models. They found the best

fitting model to be a two locus model, with recessive major and modifier

genes. Linkage analysis under this model showed strong evidence of linkage

to the HLA class II (p = 2 × 10−6) and TNF-α (p = 2 × 10−5) regions.

Extended TDT analysis found the TNF1 allele was linked and/or associated

with leprosy per se (p < 10−4) and further two-locus TDT analysis suggested

protective (TNF1/LTA2) and susceptible (TNF2/LTA2) haplotypes.

Natural Resistance Associated Macrophage Protein 1 (NRAMP1)

Studies in mice have shown that growth of Leishmania donovani, Salmonella

typhumurium and susceptibility to Mycobacterium bovis are under host ge-

netic control. Early studies mapped the three implicated genes (known as

Lsh, Ity and Bcg respectively) to the same location, and later studies showed

that the three genes were in fact the same, and Bcg/Lsh/Ity was renamed

Nramp1 (natural resistance associated macrophage protein 1). Nramp1 con-

trols susceptibility to a variety of mycobacteria in mice, with a dominant

resistant allele and recessive susceptible allele (Buu et al., 2000).

The human homologue NRAMP1 is located on chromosome 2q35 and is

a candidate gene in studies of human susceptibility to mycobacteria due to

the known function of Nramp1 in mice. It has been shown to be involved

in human susceptibility to tuberculosis (see Newport and Blackwell, 1997,

for a review) and there is some evidence that it also plays a role in human

susceptibility to leprosy.

Abel et al. (1998b) used segregation and linkage analysis in 20 multi-

plex families (166 individuals) in South-East Asia to examine the role of

NRAMP1. They found significant (p = 0.02) non-random segregation of

NRAMP1 haplotypes using the method developed by de Vries et al. (1976),

but found a maximum lod score for a recessive model of inheritance of only

1.28 (for θ ∼ 25%). Monte Carlo simulations provided p-values for this lod

score of 0.017 and 0.006 for the entire sample and a Vietnamese subset (16

families) respectively. They concluded that it is likely that leprosy is under

the control of more than one locus, and that a gene close to NRAMP1 is

implicated.

A recent case-control study typed 273 leprosy patients and 201 controls

from Mali for polymorphisms previously associated with susceptibility to
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tuberculosis (Meisner et al., 2001). They found no association with leprosy

per se, but found a particular polymorphism (the NRAMP1 3’-untranslated

region 4-bp insertion/deletion polymorphism) was associated with leprosy

type - heterozygotes were significantly more frequent among MB than PB

cases (p = 0.007). The authors conclude variation in or near the NRAMP1

gene may affect the clinical presentation of leprosy, possibly by influencing

cellular immune response.

The Mitsuda test measures immune response against intradermally in-

jected lepromin (killed whole leprosy bacilli) and has been used to infer a

prediliction for tuberculoid versus lepromatous disease (negative Mitsuda

is associated with lepromatous disease). Alcäis et al. (2000) used Mit-

suda test results to infer susceptibility or resistance to lepromatous leprosy

among 20 nuclear families with leprosy in Vietnam and tested for linkage

between the Mitsuda result and NRAMP1 markers. They observed signif-

icant (p < 0.002) evidence of linkage, which was independent of whether

individuals were affected by leprosy or not.

These results, however, have not been consistently replicated. Hatagima

et al. (2001) found no evidence of linkage between the Mitsuda reaction and

NRAMP1 in a sample of 30 sibling pairs from São Paulo, Brazil; Roger et al.

(1997) found no significant evidence for linkage of leprosy with NRAMP1

in French Polynesia and Roy et al. (1999) (see below) found no significant

evidence for association of leprosy with NRAMP1. Shaw et al. (1993) found

consistent evidence against a leprosy susceptibility gene in linkage with three

markers in the 2q33–q37 region. They analysed 17 two and three genera-

tion multicase families from Pakistan and Brazil using two point analysis

of three restriction fragment length polymorphism (RFLP) markers with

leprosy per se, tuberculoid disease (with lepromatous diseased individuals

coded as missing on unaffected) and immune response under recessive and

dominant models. Every lod score was under 1, and many, particularly for

small recombination fractions were under -2, which is generally taken as

strong evidence against linkage (see section 2.4.6).

Vitamin D receptor

The vitamin D receptor (VDR) gene is located at 12q12-q14. VDR is in-

volved in regulating calcium metabolism, and is also an immunomodulator

involved in suppression of inflammation. A population-based association
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study on 166 controls, 107 TT and 124 LL leprosy cases recruited in India

by Roy et al. (1999) (mostly the same individuals as in Roy et al. (1997)) con-

sidered polymorphisms in this gene and at 4 sites in NRAMP1. They found

a significant difference (p = 0.005) in VDR genotypes between leproma-

tous and tuberculoid cases but none in NRAMP1 genotypes (no significant

difference between either group and the controls).

Laminin-α2

Wibawa et al. (2002) examined 53 leprosy patients and 58 healthy contacts

from Indonesia and genotyped them for a missense mutation (T7809C) in of

the laminin-α2 gene. Laminin-α2 has been shown to be a specific mediator

for M leprae to bind to the Schwann cell surface. Patients were divided into

a lepromatous group (LL, BL and BB clinical types; 27 patients) and a tu-

berculoid group (TT and BT types; 26 patients). They found the mutation

was in Hardy-Weinberg equilibrium in the healthy contacts and lepromatous

group, but not the tuberculoid group. Further, while there was no signifi-

cant difference between the frequency of the mutation in the contacts or the

patient group as a whole, there was a significant difference between lepro-

matous and tuberculoid patients (p = 0.025) with the mutation appearing

at much higher frequency in the tuberculoid than the lepromatous group

(73% vs3̇0%).

Genome screens

Two genome screens for susceptibility to leprosy have been conducted in

South India (Siddiqui et al., 2001) and Vietnam Mira et al. (2003); these

have already been discussed in section 2.5.3. Functional genes in regions

indicated by these screens have not yet been identified.

2.8 Summary and discussion

2.8.1 Genetic susceptibility to leprosy

The human response to infection with M. leprae is heterogeneous. This

response is affected by environmental factors, but there is evidence that

host genetics may also play a role in controlling this variation. There may

be two separate genetic influences: one influencing development of clinical
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leprosy per se; the other affecting the type of leprosy that develops once

disease has taken hold.

Twin studies into the heritability of leprosy have generally been poorly

designed and although the results of three (out of four) segregation stud-

ies of susceptibility to leprosy per se point to a major recessive or reces-

sive/codominant gene, none of these took account of common exposure

within families.

The MHC region (class II in particular) is the most studied region in re-

lation to leprosy, but reviewing studies is complicated by successive changes

in nomenclature, as described in section 2.7.5. The DR2 antigen appears

positively association with both tuberculoid and lepromatous disease, but

evidence for other antigens is less consistent. The two studies which tested

for such a DR2 association, but did not find one were in Venezuala and

Mexico (there has been no published evidence of DR2 association in these

countries).

There is also an apparent negative association between DR3 and lep-

romatous disease, implying DR3 may be protective against lepromatous

disease. HLA-DQ antigens have been typed less often, but there is some

evidence that HLA-DQ1 is positively associated with leprosy per se. A

positive association between the DQ1 antigen and disease has also been ob-

served in four out of five studies which tested for it - in Northern India,

Korea and Thailand (but not Southern Brazil).

However, the Indian genome scan (Siddiqui et al., 2001) found no ev-

idence of linkage to this region. It is not clear why this might be, and is

particularly surprising given that the study was adequately powered and

conducted in an Indian population (most positive studies of HLA and lep-

rosy have been among Indian populations). There have also been significant,

although contradictory, results from studies of the TNF-α gene in the MHC

class III region (see table 2.8).

Despite the number of studies undertaken with HLA antigens, no anti-

gens other than DR2, DR3 and DQ1 show consistent results. After multiple

testing is accounted for, the other HLA antigens shown to be significantly

associated with a type of leprosy or leprosy per se should probably be dis-

counted as random false positives. A meta analysis might be a way to

increase power and evaluate which positive results are false, but care must

be taken in this area. If cases and controls are poorly matched for ethnic
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background, differences in allele frequencies unrelated to disease can occur

simply because allele frequencies differ between ethnic groups. Further, if

there is genetic heterogeneity between populations (as discussed below), it

would not be appropriate to combine data from different populations.

Human NRAMP1 was considered a good candidate gene given that its

mouse homologue, Nramp1 is known to control susceptibility to mycobac-

terial infections in mice. However, results of linkage and association studies

in humans are not consistent. Out of six linkage analyses of the 2q35 region

reviewed in this document, two found significant evidence for linkage (Abel

et al., 1998b; Alcäis et al., 2000, both in Vietnamese populations), three

found no significant evidence (Levee et al., 1994; Hatagima et al., 2001; Sid-

diqui et al., 2001, in French Polynesia, Brazil and India respectively) and

one found significant evidence against linkage (Shaw et al., 1993, in families

from Pakistan and Brazil).

Recent work has indicated that a particular TNF-α polymorphism, TNF2,

could be either directly associated with leprosy or could be in linkage dise-

quilibrium in different populations with a polymorphism that affects TNF-α

production and thus development of leprosy. It is not clear why the two

case-control studies of this allele (Roy et al., 1997; Santos et al., 2000) find

significant associations between TNF2 allele and PB leprosy, but in oppo-

site directions. The studies were conducted in very different populations:

the Brazilian population is racially very mixed, while the Indian population

is seen as being relatively homogeneous in comparison. The frequencies of

the TNF2 alleles also differ between the populations - TNF2 had an allele

frequency of 2.8% among controls in India, but of 16.3% among controls

in Brazil, nearly six times higher. It is possible that the Santos et al. re-

sult is due to poorly matched controls. Or it could be that while TNF-α

levels in serum do have some effect on leprosy, the TNF2 allele does not

itself affect TNF-α production but is in linkage disequilibrium with another

polymorphism that does. Further work is needed towards understanding

whether and how the TNF2 allele affects serum TNF-α and how TNF-α

affects development of clinical leprosy.

Other reported associations, such as those with VDR (Roy et al., 1999)

and laminin α2 (Wibawa et al., 2002), have not been replicated in any other

published studies and functional polymorphisms have yet to be identified in

the regions showing evidence of linkage in the South Indian genome scan
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(Siddiqui et al., 2001; Tosh et al., 2002).

2.8.2 Reasons for lack of correlation between studies

Although the weight of evidence supports a hypothesis that HLA-DR2 is as-

sociated with leprosy, there is no evidence for linkage to chromosome 6q from

the recent Indian genome screen. Results for other genes are not consistent

between studies, and there are several possible reasons for this:

false positives When n independent statistical tests are performed, each

with a significance level of α, one of them will be positive under the

null with probability 1− (1−α)n. For this reason, when multiple tests

are performed, p values should be adjusted and significant findings

should be replicated in other samples or populations. One possibility

is that leprosy is not under genetic control at all, and all apparently

significant results have been false positives.

genetic heterogeneity There could be different genes that affect susceptibil-

ity to disease. Not all alleles associated with increased risk of disease

might be present in all populations, and so association or linkage stud-

ies in different populations with find different results.

gene environment interaction Genetic susceptibility might only be expressed

in the presence of particular non-genetic factors. To take a sim-

ple example, suppose people are either genetically responsive or non-

responsive to BCG vaccination. Those people who are non-responders

would appear to be more susceptible to leprosy only in a population

where most people were vaccinated. If gene-environment interactions

act, and environment is not accounted for in analyses, results may

again differ between populations who live in different environments.

pathogenic differences If M. leprae itself differs between geographical re-

gions, this could also lead to apparent differences between genetic

analyses of the human population in those regions.

While multiple testing problems might mean some of the reported asso-

ciations between leprosy and particular alleles are false, it is unlikely that

all significant results have been false positives. In particular, HLA-DR2 is

supported by so many studies that it would be hard to argue against this
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being a true effect. Further, if we accept that HLA-DR2 does play a role

in controlling susceptibility to leprosy, then other positive results from the

MHC region may be due to linkage disequilibrium with HLA-DR (linkage

disequilibrium is a prominent feature across the HLA region (Bugawan et al.,

2000)).

The theory of genetic heterogeneity would explain the significant but

opposite results for the TNF-α gene in Brazilian and Indian populations

and has been proposed before to explain this difference (Santos et al., 2000;

Shaw et al., 2001). These results could indicate that some unknown gene

in the MHC region, in linkage disequilibrium with TNF-α (and possibly

other HLA genes) is involved in the control of susceptibility. There might

be genetic heterogeneity at this locus, or the association of high risk alleles

at this locus might be in different directions in the Brazilian and Indian

population. This might also explain other apparently population-specific

results.



CHAPTER 3.

EPIDEMIOLOGICAL DATA - DESCRIPTION AND PRELIMINARY

ANALYSIS

The data used in this project were collected by the Karonga Prevention

Study (KPS). In this chapter, the history of the KPS and the relationship

between the different surveys that have been conducted over the course of

the study’s history are described. Particular variables that will be used in

this project are introduced and their collection and definition described. An

exploratory logistic analysis of the cumulative incidence of leprosy among

all individuals seen during the two complete population surveys is then pre-

sented. The effects of particular variables in the Karonga population are

quantified and compared to their effects in other populations as described

in section 2.6.3.

These data have been analysed extensively before within other KPS stud-

ies but the results of this chapter serve as an introduction to the data that

will be used in this project and as a reference in later chapters to check the

fit of more complicated models.

3.1 The Karonga Prevention Study

3.1.1 Background

The Karonga Prevention Study (KPS) is a major epidemiological study

based in Northern Malawi which began in 1979, under the title of the

LEPRA Evaluation Project (LEP). Karonga District lies along the shore

of Lake Malawi as shown in figure 3.1. The initial focus of the KPS was

leprosy, but this has broadened considerably and now includes tuberculosis

(TB), HIV and helminths. Data have been collected on more than 250,000

living individuals to date, of whom 3,261 are or have been confirmed as

leprosy cases, and 2,414 have had at least one episode of TB.
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Figure 3.1: Map showing location of Karonga district, Malawi
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3.1.2 Ascertainment and data collection

Two total population surveys were carried out in the 1980s (LEP1 in 1980–4

and LEP2 in 1986–9) during which all individuals in the area were visited

in their homes by trained field staff from the local population. The two

surveys covered virtually the same, but not identical geographical areas (eg

a sparsely populated area in the western hills was covered in LEP1 but

excluded from LEP2). Additional special surveys were carried out in small

areas (within the larger study area) in 1984 and the early 1990s, to estimate

leprosy incidence (as opposed to prevalence) prior to and during follow up

of a vaccine trial. All surveys were carried out by field teams who conducted

house to house visits and achieved very high coverage rates.

From 1989 to 1996, project staff were based at the hospital and peripheral

clinics. All patients who attend any of these sites, for whatever reason, and

who had not been seen for twelve months were screened for leprosy as in

the surveys. Since late 1996, ascertainment has depended largely upon self-

reporting, though several thousand individuals are examined each year by

the KPS in the context of other studies.

Each individual was assigned a unique identifying number (six digits and

one algebraically calculated checksum digit) and interviewers recorded indi-

vidual data including year of birth, sex, parental identification and current

household (each household is assigned a unique five digit household num-

ber). A household was defined as a group of people living together and

acknowledging one person as its head.

Individuals were examined for leprosy by paramedical Leprosy Control

Assistants (LCAs) and those who showed symptoms that may indicate lep-

rosy were referred for a further review examination by a medical officer.

Virtually all leprosy suspects were biopsied, and diagnostic certainty was

assigned by an algorithm combining both clinical and histopathological find-

ings (see figure in Pönnighaus et al. (1987) for a detailed description of this

algorithm). Individuals were also asked about the time of onset for their

symptoms, but it was recognised that the responses were often most un-

likely (eg patients with old burnt out disease claiming very recent onset)

and thus are not considered reliable (Pönnighaus et al., 1987).
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3.1.3 Genetic studies

There have been two approaches to studying the genetics of disease in the

KPS: an ongoing case-control study in leprosy and TB and a family study,

of which this project is a part.

For the family study, each time a case of leprosy is identified, the database

is screened to see if any (full) siblings of the case have also been diagnosed

with leprosy. Once an affected sib-pair is identified, their pedigree is con-

structed up to fourth degree relatives and all affected people within the

pedigree are identified. The following are selected for DNA collection:

• the affected siblings

• their parents; if one or both parents are not available, one or two

unaffected siblings are also selected

• any other affecteds in the pedigree

• any people ‘connecting’ other affecteds to the sib pair or to each other,

eg if an affected maternal affected cousin to the sib pair was identified,

the parents of the sib pair, their grand parents and affected cousin’s

parents would also be selected.

Once someone has been selected for DNA collection, field staff in Ka-

ronga visit them and collect 7.5ml of blood in EDTA or a buccal swab sample

from those people who prefer not to give blood. Not all people selected are

available for DNA collection - they may have moved, died or refuse to give

a sample. Some additional family members, not originally selected, have

been bled because of their enthusiasm to participate. DNA is extracted in

the project laboratory using Nucleon Kits, and is then sent to the Wellcome

Trust Centre for Human Genetics in Oxford for analysis in the laboratory

of Professor Adrian Hill.

As of September 2002, a total of 3,366 people had been bled (across

both the family and case-control studies), 617 of them confirmed certain or

probable leprosy cases. There are 270 cases and 447 controls in the leprosy

case-control study and 529 cases and 1,087 controls in a parallel case-control

study of TB. Out of 183 nuclear families identified in the leprosy family study

as containing at least two affected siblings, 91 contain at least two affected
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siblings from whom DNA samples have been collected. Linkage analysis of

these sibships is discussed in chapter 6.

Data are also available on multicase families with TB in this population

and there is potential to apply methods described in this thesis to TB also.

3.2 Selection of data to meet assumptions

Epidemiological analyses used in this project to estimate the relative re-

currence risk (see chapter 4) use methods which require present-state data,

often termed point prevalence data, and assume that these data have been

collected under complete ascertainment. The assumption of complete ascer-

tainment holds for the periods of the two complete population surveys, but

would not hold during the follow-up studies. Therefore, it was decided to

restrict the data used in this part of the project to those people examined

by the KPS before the end of LEP2. In this period (1979–1989), a total

of 172,758 individuals were seen, 2,945 of whom were identified as leprosy

cases. For the other parts of the project (based on linkage analysis), all

available data have been used (ie data collected between 1979 and now).

3.3 Definition and description of covariates

Time

The incidence of leprosy has declined dramatically in Karonga district over

recent decades. Because we require present-state data collected under full

ascertainment, the date of the last examination before the end of LEP2 will

be recorded as the time an individual was last seen. Figure 3.2 shows the

number of people seen by the KPS by the year they were last examined.

Those seen during only the first survey (LEP1) were considered likely to be

different from those seen during both. Although efforts were made to trace

all those seen in LEP1, some (5%) had died and others could not be found,

typically because they had moved out of the district. Those seen during

LEP1 but not LEP2 are more likely to have been born earlier, or be poorer

or male (since men are far more likely to migrate to find work). However,

while the mean year of birth is lower in the LEP1 only group (1959) than

the LEP2 group (1965), reflecting the five year gap between the two surveys,

the mean age in the two groups is the same - ∼ 22.5. All other covariates,
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Figure 3.2: Number of individuals seen at least once by the KPS, by the last year
they were examined

including the proportion ever affected by leprosy are similar, and therefore

it was decided not to include any covariate to denote in which survey an

individual was last seen.

Age/birth year

Of those seen, 15.8% did not give a precise year of birth. Instead, we have

estimates on one of two scales: either by decade (1900–9, 1910–9, . . . 1980–

9); or as defined by a local events calendar; table 3.1 shows the calendar;

used in LEP1. Estimated dates were used more often by women (22.6%)

than by men (8.4%), and more often by older members of the population

than younger.

Work in chapter 4 requires individual level data with ages in years. Ex-

cluding those who did not know their exact year of birth would decrease

power and could introduce a bias, since these people are likely to be poorer

and older and therefore at greater risk of leprosy. Three methods to deal

with estimated birth years were considered:
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Year Event

1900 1900 or before
1914 Battle of Karonga
1934 Major crops damage by locust
1946 Passenger ship Viphya sank
1958 Dr Hastings Kamuzu Banda returned to Malawi
1964 Malawi gains independence

Table 3.1: Karonga local events calendar for the LEP1 population survey

Apportionment: For example, people who estimated they were born be-

tween 1910 and 1919, could be assumed to be distributed uniformly

over this period, and hence contribute a count of 0.1 to each year

1910, 1911, . . . , 1919. This would be practical for analyses of aggre-

gated data, but not for this project because, for some analyses, we

require the data to be at individual level.

Midpoint assignment: Each person with an estimated year of birth could be

assigned to the midpoint year of the estimated range. This distorts

the distribution of people seen by the KPS by year of birth (see figures

3.3(a) and (b)).

Random assignment Each person with an estimated year of birth could be

randomly assigned a single year within the range covered by the esti-

mate. This could be done according to the empirical distribution of

birth years among those who gave an exact year of birth across the

range of years covered by the estimate. This method does not distort

the distribution of people seen by the KPS by year of birth (see figure

3.3(c)).

It was decided to use random assignment as this preserved the age struc-

ture of the population. The age distribution of this population and the pro-

portion of those who gave an estimated year of birth are shown in figure 3.4.

In this project, age refers to an individual’s age in years when they were last

seen by the KPS before the end of LEP2.

Sex

Sex was recorded for each individual seen, and the male:female ratio varies

with age, with the proportion of females rising from 50.3% in the 0–9 age
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Figure 3.3: Distribution of individuals examined by the KPS before the end of
LEP2: effect of midpoint and random assignment of birth years to
those who gave estimated dates

group to 56.6% in the 40–49 age group, before falling to 49.5% in the 60–

69 age group and then rising again to 56.3% in the 80–89 age group. The

first rise is probably due to men of working age working outside of Karonga

district, while the second is probably due to the fact that women tend to

live longer than men.

BCG scar

The older literature indicates that in populations without BCG vaccination,

leprosy incidence peaks in 15–24 agegroup, but shifts to older groups as the

incidence of leprosy falls. BCG vaccination is known to decrease the risk

of leprosy (see section 2.6.3) and was introduced in Karonga in 1974 during
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Figure 3.4: Age and sex distribution of individuals at their last examination before
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mass campaigns which initially targeted all inhabitants under 15 years old

(particularly those in school). After three years, administration passed to

infant vaccination services who made the vaccine available to infants in

their first year of life. The KPS vaccinated many people of all ages in a trial

between 1986 and 1989 and since 1990 the BCG coverage among infants is

estimated to have been in the order of 75–80%.

Younger cohorts have thus had greater protection against disease, while,

over the same period, exposure to the infectious agent has decreased (due to

less contact with leprosy patients) and presumably other (socio-economic)

factors associated with the disease have decreased across the population.

This is likely to increase the shift of peak incidence to older agegroups which

would be expected to change the pattern of cumulative incidence also.

For those individuals vaccinated by the KPS, vaccination history is

known. For others, we use the presence of a BCG scar to infer vaccina-

tion. At each general examination, the presence of a BCG scar was noted

as ‘yes’, ‘no’, or ‘doubtful’. Even when an individual has been vaccinated,

a visible scar is not always present. Examination of BCG scars among 494

children in Karonga who were known to be vaccinated showed sensitivity

of scar assessment decreases with time from vaccination, peaking at 95% at

7–12 months after vaccination and falling to 54% at 25+ months (Fine et al.,

1989). Observations across multiple examinations were not always consis-

tent. In this project, the variable bcg is coded as a categorical variable with

three levels:

positive if a bcg scar had been consistently noted in general examinations

before 1990;

negative if a bcg scar had been consistently noted as absent or if there were

a series of absent and doubtful observations;

uncertain otherwise.

This means that all those coded bcg scar ‘positive’ will almost certainly have

been vaccinated, but not all vaccinated people will be in this group. There-

fore, while the effect of BCG vaccination is unlikely to be overestimated in

this analysis, it may be underestimated.

The proportion of people with BCG scars varies by age and sex. Males

are slightly more likely to have a scar (40% vs 37%), reflecting the higher
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Figure 3.5: Proportion of people with BCG scar status ‘positive’, ‘negative’ or ‘un-
certain’ at time of last examination before the end of LEP2 by agegroup

proportion of boys who attended school in the 1970s. The overall pattern

by age is the same in both sexes, however, with rates rising towards the

20–29 agegroup, before falling - see figure 3.5. The proportion of those

with uncertain scar status is broadly similar across all ages and both sexes:

between 8% and 15%.

Household contact with leprosy cases

Exposure to M. leprae cannot be measured directly. In this project, house-

hold contact is used as a proxy for exposure. An individual is defined to be

a household contact of a leprosy case if s/he shared the same household with

a current (active) or past (cured) leprosy case during either of the LEP1 or

LEP2 surveys. Such contact has been shown to increase the risk of leprosy

substantially, particularly if that contact is with an MB case (Fine et al.,

1997). Household contact in this project is coded by two variables: pbcon

and mbcon are binary variables denoting household contact with a PB and

MB case respectively. However, it is not possible to correctly identify all

household contacts - people change households and migrate. This means
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some contacts are missed (Chirwa, 2001), which may again lead to the effect

of household contact being underestimated.

3.4 Definition of main outcome variable of interest and further

selection of data

This project is about genetic susceptibility to leprosy. The main outcome

variable of interest is cumulative incidence of leprosy - ie, did an individual

have, or had they ever had, leprosy when they were seen by the KPS. All

individuals who were classed as ‘certain’ or ‘probable’ cases by the algorithm

described earlier will be considered cases in this project.

The effect of the random assignment of birth years to those who gave

estimated dates is shown in figure 3.6. This shows that the method of

random assignment of birth years to those who did not know their exact

year of birth gave smoother variation in the proportion affected by birth

year than if midpoint assignment had been chosen. It also had the effect

of smoothing some of the variation among those born in the early 1900s wo

knew their exact year of birth. This year on year variation was most likely

due to the small denominator in this group (see figure 3.3(a)).

Incidence is low in older individuals. As described earlier, we expect inci-

dence in younger age groups to have fallen as prevalence of leprosy has fallen

and uptake of BCG vaccination has risen. We therefore expect cumulative

incidence to rise with age, and that this rise will be considerably steeper

among the agegroups who are more likely to become incidence cases. It is

probable that this rise may level out after some cutoff age when incidence

again falls, but it is unlikely that cumulative incidence would fall with age

unless there were some age related problem with ascertainment.

The proportion of people recorded by the KPS as ever affected by leprosy

is shown by age in figure 3.7. There is some year on year variation due to

random fluctuation, but grouping into 5 year age bands shows a clearer

pattern. As expected, cumulative incidence is low below the age of 10 years,

rises steadily to age 50 then remains about level till age 75 when it falls

again. There is no evidence that older people were less likely to be affected

by leprosy and this fall is likely to be due to artifact. Possible explanations

include:

Mortality If leprosy were associated with increased risk of early death, older



3. Epidemiological data - description and preliminary analysis 80

 

birth year
1900 1920 1940 1960 1980

0

.02

.04

.06

.08

(a) Proportion affected by birth year:
exact years of birth only

 

birth year
1900 1920 1940 1960 1980

0

.02

.04

.06

.08

(b) Proportion affected by birth year:
midpoint assignment

 

birth year
1900 1920 1940 1960 1980

0

.02

.04

.06

.08

(c) Proportion affected by birth year:
random assignment

Figure 3.6: Distribution of cases among all individuals examined by the KPS before
the end of LEP2: effect of midpoint and random assignment of birth
years to those who gave estimated dates
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Figure 3.7: Cumulative incidence of leprosy among those examined before the end
of LEP2 by age at last examination. The vertical line at age 75 shows
the cutoff for inclusion in these analyses

cases might be missing from the population because they tended to

die earlier. Leprosy is associated with lower socio-economic status

which is itself associated with raised mortality. However, the relative

risk of death for people affected with leprosy in this population has

been estimated to be only 1.22 and not significantly different from

1 (Chirwa, 2001). Therefore mortality is unlikely to be the primary

cause of this fall.

Ascertainment If disease in older individuals were missed, this could also

lead to artificially low cumulative incidence. This may occur in older

cohorts, because detection of skin lesions can be more difficult on older

skin and neuromuscular deficit may be obscured, eg because of arthri-

tis.

Self healing If someone had disease and then recovered with no skin lesions

remaining before the KPS began, they would not be counted in the

cumulative incidence rate. This is likely to be important since some

individuals with milder forms of tuberculoid leprosy are known to self-
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heal - a study in Papua New Ginuea reported that during a period of

6 years when treatment was not available, 16% of affected individuals

spontaneously healed (Shields et al., 1987).

Random variation The cumulative incidence rate is subject to random vari-

ation. Only a very small number of people (2,473) seen by the KPS

belonged to the 75–89 agegroup, and, using the 0–9 agegroup as a

baseline, the odds ratios for leprosy in the 45–74 and 75–89 agegroups

are not significantly different at the 5% level (40.6, 95% CI 31.4–52.4

vs 25.3, 95% CI 17.9–35.7 respectively).

It is likely that the decrease in cumulative incidence in older age groups

is attributable to a combination of all four factors. However, some of the

work presented in chapter 4 assumes cumulative leprosy incidence is non-

decreasing and 2,473 people aged 75 and over have been excluded from these

analyses. This reduced the dataset further, to a total of 170,825 individuals,

2,876 of whom were known to have been leprosy cases.

3.5 Preliminary analysis

Figure 3.7 shows that the relationship between age and cumulative incidence

of leprosy is non-linear. For subsequent analyses it was decided to treat age

as a categorical variable, divided into nine broad bands: 0–9, 10–14, 15–19,

20–24, 25–29, 30–34, 35–39, 40–44, 45–74.

Although there appears to be a difference in cumulative leprosy inci-

dence between all three BCG scar levels (positive, negative and uncertain) as

shown in table 3.2, the difference between scar-negative and scar-uncertain

groups is only borderline significant (just outside 5%) and becomes non-

significant after adjustment for age. Therefore BCG scar status has been

coded as a binary variable here, combining the BCG scar negative and un-

certain groups.

The proportion of people giving birth estimates varies with age and

sex (figure 3.4), with older people and women more likely to give a birth

estimate. The proportion of people affected with leprosy also varies by both

age and birest (figure 3.8); people within any agegroup were more likely to

be affected if they did not know their exact year of birth than those who did.

The effect appears stronger in younger agegroups and there is a significant
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interaction between the two (p < 0.001). Although, overall, women are

significantly more likely to be affected by leprosy than men, this effect is

small (OR=1.16, p < 0.001) and is not significant after adjusting for age

and birest.

To help decide how best to model the interaction, the logistic model with

full interaction

Y ∼ age + birest + age.birest

was fitted. The odds ratios and 95% confidence intervals for birest within

agegroup are shown in table 3.3. The odds ratios for those aged 25+ are

fairly constant, and although higher for agegroup 15–19 and 20–24, they

are not significantly different from the 25+ group at the 5% level. The

significant difference is between those aged 0–14 and those 15+. We decided

not to include all possible interactions in the model, but instead to fit birest

with 3 levels: 0 if exact year known, 1 if estimated year and the person was

aged 15+ and 2 if they gave an estimated year and were aged 0–14.

There is no evidence of interaction between any of the other covariates.

The final definition of variables used in this and subsequent analyses is given

in table 3.4 and the coefficients from fitting the logistic model

Y = 1 + age + birest + pbcon + mbcon + bcg + sex

are shown in table 3.5.

BCG scar status Odds ratio for leprosy 95% CI

Before accounting for age:
Positive 1.00
Negative 2.60 (2.38, 2.86)
Uncertain 2.09 (1.84, 2.38)

After accounting for age:
Positive 1.00
Negative 1.41 (1.27, 1.58)
Uncertain 1.32 (1.15, 1.52)

Table 3.2: Odds of leprosy by BCG scar status
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Figure 3.8: Histograms showing cumulative incidence of leprosy, by the covariates
age and birest

Age group OR 95% CI

0–9 38.69 (9.18,163.06)
10–4 6.87 (2.75, 17.12)
15–9 2.56 (1.53, 4.28)
20–4 3.07 (2.26, 4.16)
25–9 1.74 (1.30, 2.32)
30–4 1.53 (1.18, 1.98)
35–9 1.91 (1.48, 2.46)
40–4 2.05 (1.59, 2.64)
45–74 1.59 (1.39, 1.81)
75–89 2.24 (1.10, 4.54)

Table 3.3: Odds ratios for disease comparing those giving an estimated year of birth
to those giving an exact year of birth, by age group
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Variable Definition

age broad agegroup at last examination before the end of LEP2
birest categorical variable. 0 if exact year of birth known; 1 if

estimated year given and the person was aged 15+; 2 if
estimated year given and person aged 0–14

bcg binary variable. 1 if a BCG scar status was positive, 0 if scar
status was negative or uncertain

pbcon binary variable. 1 if individual shared a household during
LEP1 or LEP2 with a PB case, 0 otherwise

mbcon binary variable. 1 if individual shared a household during
LEP1 or LEP2 with a MB case, 0 otherwise

sex binary variable. 1 if female, 0 if male

Table 3.4: Definition of variables used in epidemiological analysis

Covariate OR SE p [95% CI]

agegroup 0–9 1.00
agegroup 10–14 7.44 1.08 0.000 [ 5.59, 9.91 ]
agegroup 15–19 11.75 1.67 0.000 [ 8.89, 15.53 ]
agegroup 20–24 18.02 2.54 0.000 [ 13.66, 23.77 ]
agegroup 25–29 17.28 2.48 0.000 [ 13.04, 22.90 ]
agegroup 30–34 19.96 2.86 0.000 [ 15.07, 26.44 ]
agegroup 35–39 21.91 3.16 0.000 [ 16.50, 29.08 ]
agegroup 40–44 23.06 3.34 0.000 [ 17.35, 30.65 ]
agegroup 50–74 24.30 3.29 0.000 [ 18.63, 31.68 ]
birest=1 1.76 .08 0.000 [ 1.61, 1.94 ]
birest=2 8.24 3.30 0.000 [ 3.76, 18.06 ]
pbcon 2.05 .08 0.000 [ 1.89, 2.24 ]
mbcon 2.98 .23 0.000 [ 2.55, 3.48 ]
sex 0.89 .03 0.006 [ .82, .96 ]
scar 0.63 .03 0.000 [ .56, .70 ]

Table 3.5: Results from fitting full logistic model



3. Epidemiological data - description and preliminary analysis 86

3.6 Discussion

The logistic regression shows that the most significant effect is due to age,

with cumulative leprosy incidence increasing with age. The odds ratio for

disease for household contacts of MB cases (2.98) is higher than that for

PB cases (2.09). This is expected since MB cases, with a higher bacillary

load, should be more infectious than PB cases. BCG scar positive people

are less likely to have disease (OR=0.63), reflecting the protective effect of

BCG vaccination. People over 15 who gave an estimated year of birth are at

significantly increased risk of disease (odds ratio = 1.42). However, the few

children under 15 who gave an estimated year of birth are at substantially

increased risk of disease (odds ratio = 9.88). This is likely to be because

those few children who do not know their exact year of birth (162 out of

76,231) form a very special group. Leprosy is known to be a disease of

poverty and these children probably belong to one of the most impoverished

groups - uneducated, and quite possibly orphans - therefore being at a much

higher risk of disease.

The results of this preliminary analysis are in broad agreement with

earlier analyses of this dataset (Pönnighaus et al., 1994). They will be useful

in the next chapter as a check that a more complicated model is fitting well.



CHAPTER 4.

ESTIMATING THE RELATIVE RECURRENCE RISK RATIO

4.1 Introduction

The definition of the relative recurrence risk ratio, λR, and standard methods

for its estimation were discussed in section 2.3. Guo (2000) has shown that

ignoring environmental factors which influence susceptibility to disease can

inflate estimates of this parameter.

Equation (2.1) may also be written

λR =
P (D1 = 1|D2 = 1)

P (D1 = 1)
=

P (D1 = 1 and D2 = 1)

P (D1 = 1)P (D2 = 1)
.

where Di = 1 if individual i is affected and Di = 0 otherwise. If non-genetic

factors could be measured and the probabilities made conditional on these

factors, any residual increase in risk would be

λ∗

R =
P (D1 = 1|D2 = 1,X1,X2)

P (D1 = 1|X1,X2)
=

P (D1 = 1 and D2 = 1|X1,X2)

P (D1 = 1|X1,X2)P (D2 = 1|X1,X2)
(4.1)

where X1 and X2 denote covariate vectors. This residual risk would be

due to unmeasured risk factors shared between relatives. If all non-genetic

covariates are measured, these unmeasured factors must be genetic and λ∗
R

must be the ‘genetic relative recurrence risk ratio’.

This can be simplified further if we assume D1|X1 and D2|X2 are inde-

pendent of X2 and X1 respectively, ie, conditional on each individual’s own

covariate data, their disease status does not depend on their relative’s data.

Then,

λ∗
R =

P (D1 = 1|D2 = 1, X1, X2)

P (D1 = 1|X2)
=

P (D1 = 1 and D2 = 1|X1, X2)

P (D1 = 1|X1)P (D2 = 1|X2)
. (4.2)

Note that there are cases where such an assumption may not hold - these are

addressed in section 4.6.5 - but where it does, the attraction of the assump-
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tion is clear: λR is the ratio of the joint risk of disease in a pair of relatives to

the product of their marginal risks, where the marginal risks are equivalent

to those which would be estimated from a univariate population analysis of

disease risk. (In such an analysis, it would be standard to model an individ-

ual’s disease risk dependent on their covariates alone, ignoring any relatives’

covariates, partly because there is no clear choice which relatives’ covariates

would be appropriate to include). This independence assumption allows

that X1 and X2 may share some elements. For example, when analysing

sibpair data, it may be appropriate to include some family-level covariate,

eg employment status of household head as some proxy for socioeconomic

status.

The definition of λR implicitly assumes individuals are either affected or

not - ie it applies to binary traits which are manifest at birth, or at least soon

afterwards. But most diseases are not like that; onset of disease is an event

in time and for such disease it is necessary to consider familial aggregation

in terms of association between times to disease onset. Note also that age

at onset of disease is often of particular interest in genetic studies when

researchers may believe that ‘genetic cases’ tend to have earlier onset than

‘non-genetic cases’. In many studies it is possible to record time of onset;

these are incidence studies. This is not always possible, however: in the

KPS data, information about time of onset was considered unreliable (see

section 3.1.2) and so we have only present state, or prevalence data. In either

case, copula functions allow specification of models for association between

disease state and onset times between individuals, and in this chapter a

copula model which allows estimation of λ∗
R is developed and applied to the

KPS leprosy data.

In the next section, copula functions are introduced, their statistical

properties described and examples of their use in genetic epidemiology given.

In section 4.3, a broad class of models, marginal models, are discussed, and

their use in studies of familial aggregation of reviewed. Sections 4.4 and 4.5

describe the formulation of and method for fitting a marginal model which

makes use of a particular copula function to estimate λ∗
R. This model is

applied to leprosy data from the KPS and the results presented in section

4.6 while issues regarding its extension beyond relative pairs are discussed

in section 4.7. Finally, a discussion of the use of the model developed, its

relation to other models and interpretation of the results of the application



4. Estimating the relative recurrence risk ratio 89

to the KPS data is presented in section 4.8.

For the rest of this chapter, I will write λR for λ∗
R.

4.2 Copulas

Copulas are functions that join (‘couple’) multivariate distributions to their

one dimensional margins. They can also be thought of as multivariate dis-

tribution functions with margins that are uniform on (0, 1).

Sklar’s theorem

Consider X and Y with distribution functions F (x) and G(y) and joint

distribution function H(x, y). There exists a unique copula C such that for

all (x, y) ∈ [RangeF ] × [RangeG] (which is [0, 1] × [0, 1] when F and G are

continuous)

H(x, y) = C(F (x), G(y)).

For a proof, see Nelsen (1999), pp 15–18.

A copula function C(F (x), G(y)) describes the mapping of (F (x), G(y))

onto H(x, y). Copulas are useful when the forms of the marginal distribu-

tions are known but the joint distribution is not, because they allow the

creation of a joint distribution with given margins. In this application, cop-

ulas are used to examine the dependence between the leprosy disease status

(affected/unaffected) of related individuals. For further theoretical details

about copulas, see Nelsen (1999).

4.2.1 Properties of copulas

We first need two definitions:

Definition 4.1: Let S1, S2 be sets with least elements a1, a2 respectively.

Then H : S1 × S2 → R is grounded if H(x, a2) = H(a1, y) = 0 ∀ (x, y) ∈
S1 × S2

Definition 4.2: Let B = [x1, x2]× [y1, y2] be a rectangle in the domain of H

(DomH). Then if

VH(B) = H(x2, y2) − H(x2, y1) − H(x1, y2) + H(x1, y1)

H is 2-increasing or quasi-monotone if VH(B) ≥ 0 ∀ B ∈ DomH.
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Then we have

Definition 4.3: A copula is a 2-increasing, grounded function with domain

I2 where I = [0, 1].

Equivalently, C : I × I → I such that

1. ∀ u, v ∈ I,

C(u, 0) = C(0, v) = 0

C(u, 1) = u; C(1, v) = v

2. ∀ u1 ≤ u2, v1 ≤ v2 ∈ I

C(u2, v2) − C(u2, v1) − C(u1, v2) + C(u1, v1) ≥ 0

4.2.2 Examples of copula models

Various classes of copula functions have been proposed and studied; exam-

ples include:

Clayton’s copula (Clayton, 1978)

Cθ(u, v) =







(

u−θ + v−θ − 1
)− 1

θ θ > 0

uv θ = 0

Frank’s copula (Frank, 1979)

Cθ(u, v) =







−1
θ ln

(

1 + (e−θu−1)(e−θv−1)
e−θ−1

)

0 < θ < 1

uv θ = 1

Plackett’s copula (Plackett, 1965)

Cθ(u, v) =







1+(θ−1)(u+v)−
√

(1+(θ−1)(u+v))2−4uvθ(θ−1)
2(θ−1) θ 6= 1

uv θ = 1
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4.2.3 Copulas in genetic segregation and linkage analysis

Meester and MacKay (1994) extended Frank’s copula to deal with the mul-

tivariate case, and propose the copula

Cα[F1(y1), . . . , Fn(yn)] = − 1

α
log

{

1 + (e−α − 1)
n

∏

i=1

[

e−αFi(yi) − 1

e−α − 1

]}

with

lim
α→0

{Cα[F1(y1), . . . , Fn(yn)]} =
n

∏

i=1

Fi(yi)

in the n-dimensional case. This is a one-parameter copula, with −∞ < α <

∞ and α = 0 denoting independence between the yis. When α > 1 or α < 1,

there is positive or negative dependence between the yis respectively.

Trégouët et al. (1999) describe the use of this extended copula in a ge-

netic context. They show how it may be used to calculate the probability of

phenotypic data in a nuclear family, P (y|x,g), where y denotes the vector

of phenotypes, x the vector of covariates and g the vector of genotypes. This

probability is necessary for segregation and joint segregation-linkage analy-

sis. It is often likely there will be positive dependence between observations

within a family; this means the joint probability is not a simple product of

the marginal probabilities and the extended copula above may be used to

calculate the joint probability with dependence accounted for by allowing

α > 0. Trégouët et al. (1999) demonstrate such an application in a com-

bined segregation-linkage analysis of a binary trait, using high plasma levels

of angiotensin converting enzyme (ACE) as an example. Their method is

particularly useful because it will allow nuclear families of any size to be

combined simply in one analysis. Extension to larger pedigrees is theoret-

ically possible, but complicated because a further interaction parameter is

needed for each additional relative type.

Li and Huang (1998) use the conditional hazard ratio to model the in-

crease in risk to an individual due to sharing at least one allele IBD with an

affected relative.

θ(tj , tk) =
λTj |Tk

(tj |Tk = tk)

λTj |Tk
(tj |Tk > tk)

for relatives j and k observed at times tj and tk and who become affected at

times Tj and Tk respectively. For each individual, they construct neighbour
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sets who share one or other of the individual’s alleles IBD at a locus (rela-

tives who share both alleles are randomly assigned to one set or the other).

Clayton’s copula is used to model the joint survival function among each set

of relatives and among the union of these sets, with the between and within

sets conditional hazard ratios given by θ0 and θ1. They show how a test for

linkage may be constructed as a pseudolikelihood ratio test of

H0 : θ1 − θ0 = 0, θ1 > 1 vs Ha : θ1 − θ0 > 0, θ1 > 1

where θ1 is a nuisance parameter.

Pseudolikelihood has been used when the true likelihood is difficult to

evaluate. Besag (1975, 1997) considered a situation where the likelihood

of each of n random variables could be expressed conditional on its ‘neigh-

bours’ (a subset of the other n − 1 variables) and proposed estimating the

parameters of these conditional likelihoods by maximising the pseudolikeli-

hood, defined as the product of the conditional likelihoods. In the case of

Li and Huang, the likelihood of observed data for each neighbour set may

be expressed in terms of their joint survival function, but since each mem-

ber of a family appears in exactly two neighbour sets, it is difficult to write

down the likelihood. Instead, the pseudolikelihood is defined as the product

of likelihoods for each neighbour set within a family. The pseudolikelihood

ratio test is then constructed as for a likelihood ratio, and is demonstrated

to be asymptotically distributed as a 50:50 mixture of a (scaled) χ2
1 and a

degenerate at 0.

Their method is applicable to large numbers of pedigrees of moderate

size. Sibling pairs are not suitable since the neighbour sets must either be

null or contain only one member. The use of a copula to measure the joint

survival function allows for correlation between age of onset in disease data

between relatives not due to IBD sharing at the locus under test, though it

offers no way to deal with cases where IBD sharing cannot be unambiguously

determined and power calculations for this method have yet to be published.

4.3 Marginal models used in the study of familial aggregation of

disease

In order to estimate λR, data on disease-status must be collected on sets of

relatives, possibly with covariate data such as age, sex, known risk factors
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for disease and age at onset (if applicable). Often such data is ascertained

through probands, sometimes only affected probands but also through cases

and (possibly matched) controls. This is known as a family case-control de-

sign. Alternatively, ascertainment may be through sampling families (more

often households) or by undertaking a complete population survey in a par-

ticular area (as in the KPS).

Once such data have been collected, the aim of the analysis may be

1. to infer relationships between covariates and disease in family members

(accounting for correlation of disease and covariates within families),

and/or

2. to evaluate disease correlations among family members, conditional on

their covariates.

Log-linear models are commonly used in longitudinal studies to analyse re-

peated measures data, when multiple observations are recorded for the same

individuals at different times and are therefore likely to be correlated. Fa-

milial data can also be considered as repeated measures data: multiple ob-

servations are made for each family, and are likely to be correlated due to

shared genetic and/or environmental risk factors. Although log-linear mod-

els would therefore be applicable to such data, the natural parameters are in

terms of conditional probabilities, which make the first aim above difficult

to achieve.

Another method uses ‘marginal multivariate regression models’, or ‘mar-

ginal models’ (Liang et al., 1992). The joint distribution is parameterised

in terms of marginal rather than fully conditional distributions of increasing

order. For bivariate binary response data (Y1, Y2), the natural parameters

are generally the mean response (P (Y1) = 1, P (Y2) = 1, which may be

equal or unequal and may depend on covariates) and the odds ratio. A

copula function may be used to relate the joint distribution function to the

margins.

Often, relative trios and above are recruited as well as relative pairs. The

likelihood can then be defined in terms of the joint likelihood of observing

the relative set or in terms of the joint likelihood of observing each pair of

relatives within the set. In the second approach, care must be taken when

estimating standard errors.
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Examples of marginal models which have been used to explore the famil-

ial aggregation of disease (some of which employ copulas and some of which

do not) are discussed below.

4.3.1 Logistic regression of family data

Whittemore (1995) proposes a method for analysis of case-control family

data using marginal models. Let Y = (y1, . . . , ym) and Z = (z1, . . . , zm)

denote the disease status and covariate vectors for each proband (1) and their

relatives (2, . . . , m). Whittemore shows that data from family case-control

studies may be treated as if collected under a prospective study with two

separate samples, one from P (Y−1, Z|y1 = 1) and one from P (Y−1, Z|y1 = 0)

(where the −1 suffix denotes the vector with the first (proband) element

removed). This is possible when a specific independence assumption,

P (yi = 1|Z) = P (yi = 1|zi),

holds, which implies that the covariates Z are independent of any unob-

served source of disease correlation. This may often hold in genetic studies,

where the gene influencing the disease is not thought to also influence other

covariates, but care must be taken to test this assumption. Logistic margins

are used, so

pi = P (yi = 1|zi) =
eα+βzi

1 + eα+βzi
.

gives the form of the joint likelihood (with the intercept parameter, α, al-

lowed to vary between probands and relatives) which may be maximised for

a general P (Y |Z).

To construct the joint likelihood for an example dataset consisting of

ovarian cancer cases and controls and their mothers (m = 2), a class of

models of the form

P (Y |Z) =

(

2
∏

i=1

pyi

i (1 − pi)
1−yi

)

(1 + ρt1t2) (4.3)

are considered, where ti = (yi − pi)(pi(1 − pi))
−1/2 is the ith standardised

response, i = 1, 2. Treating ρ as a nuisance parameter and examining the es-

timated β allows the first aim to be investigated and treating β as a nuisance

parameter and testing ρ = 0 allows the second aim to be investigated.
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This model allows the marginal response among probands to differ from

that of their relatives and takes account of the case-control design. Methods

that do not take account of this may produce inconsistent estimates of odds

ratios, although the independence assumption given by (4.3) needs to be

met for results to be valid.

4.3.2 Bivariate discrete survival distribution

Shih (1998) proposed a bivariate discrete survival distribution which can

accommodate covariates in the margins and yields a constant odds ratio

at any grid point. They consider the situation when repeated bivariate

observations are made at times {(l1, l2), l1 = 1, . . . , m1, l2 = 1, . . . , m2}.
Suppose the bivariate failure times are given by (T1, T2) and let

pl
j = P (Tj = l|Tj > l − 1), j = 1, 2.

Then the (discrete) marginal survival function is

Sj(l) = P (Tj > l) =
l

∏

k=1

(1 − pk
j )

and covariates are included in the margins by modelling

pl
j = h−1(x′

jlβ)

where h is the logit link function (McCullagh and Nelder, 1983) and xjl is

a vector of covariate data for individual j measured at time l.

To model the association between T1 and T2, θ(l1, l2) is defined to be

the odds ratio for failure at time (l1, l2) conditional on T1 > l1 − 1 and

T2 > l2 − 1. For fixed θ(l1, l2) = θ for all (l1, l2), the joint survival function

may then be defined in terms of Sj , j = 1, 2 and θ. Covariates may also be

incorporated into the joint survival function using a log-link:

θ(l1, l2) = exp{z′l1l2α}.

This model is fitted using a two-stage procedure. The margins are fitted

assuming independence of the bivariate failure times and α is estimated by

maximising a pseudo-likelihood ratio function with β̂ found in the first stage
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substituted for β.

A possible extension to multivariate data is discussed, using the same

margins, and pairwise odds ratios and conditional odds ratios to model

the associations. This was applied to data on heart disease in sisters from

a longitudinal study and produced an estimate of θ = 4.1 for death from

coronary heart disease (although calculation of any recurrence risk ratio was

not discussed). This is a marginal model, with discretized hazard function

margins, and the association measured using odds ratios. Although a copula

function was not used to model the association, the model is similar to

the one which will be proposed here (see below) and the similarities and

differences will be discussed in section 4.8.

4.3.3 Lung cancer study

Schwartz et al. (1996) recruited 314 non-smoking lung cancer cases and 345

controls in Detroit, USA between 1984 and 1987; all were interviewed (when

cases had died, a proxy, generally spouse, sibling, offspring or parent was

interviewed) by telephone and questionnaire data was obtained from 2,252

and 2,408 family members of cases and controls respectively. These data

consisted of medical histories, lung and other cancer incidence and death

and covariates such as age, sex, smoking history and occupation and were

analysed using two methods:

1. logistic regression to determine whether cases were more likely than

controls to report that they had a first degree relative with lung cancer,

adjusting for the case or control covariates;

2. logistic regression to model whether lung cancer status in relatives,

adjusted for covariates, was associated with their status as a relative

of a case or of a control.

Both analyses found significant evidence for increased risk of disease among

relatives of cases only among those aged 40–59. The odds ratio for cases

under 60 years reporting they had an affected relative (method 1) was 7.2

(95% CI 1.2–39.7) while the relative risk associated with being a relative of

a case who developed disease before the age of 60 was 6.1 (95% CI 1.1–33.4).

No significant effects were found for cases or relatives of cases aged 60+.

These data were reanalysed by Li et al. (1998) using the framework

proposed by Whittemore (1995) and described above. The logistic margins
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were replaced with proportional hazards functions

λ(t|z) = λ0(t)e
βz

to accommodate time at onset or censoring data and Clayton’s copula was

used to construct a joint survival function for relative sets (each proband

plus his or her relatives)

S(x1, . . . , xl) =





l
∑

j=1

Sj(xj)
1−θ − (l − 1)





1
1−θ

where Sj(xj) is the marginal survival function for member j. The likelihood

of the data is the product of the likelihood of the observed data among

cases and controls and their families. The joint likelihood may be obtained

through combination of this copula model and the proportional hazards

margins to obtain estimates of θ, which is a measure of association between

relatives.

The model was first fitted with no covariates which produced the esti-

mate θ = 1.67 (95% CI 1.46, 1.88). After accounting for covariates found

to be significant in the original study, they found θ = 1.19 (95% CI 1.00,

1.69). Note that θ = 1 corresponds to no familial aggregation. Li et al.

conclude there is little evidence for familial aggregation in lung cancer risk

after environmental factors that may also aggregate in families are accounted

for. However, they did not examine the relatives of the younger cases (aged

40–59) separately although they were found to be associated with increased

familial risk in the first analysis. While there is no evidence for familial

aggregation overall in either analysis, it is a common hypothesis that ‘ge-

netic’ cases may have earlier onset and so it would have been interesting to

see whether the copula model also found evidence for familial aggregation

among relatives of the younger cases.

4.3.4 Washington Ashkenazi Study

In the Washington Ashkenazi Study (WAS), Wacholder et al. (1998) re-

cruited over 5,300 volunteers from the Ashkenazi Jewish community in

Washington who were genotyped for three specific BRCA1 and BRCA2 mu-

tations known to increase carriers’ risk of breast and ovarian cancer. They
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also answered a 20 minute questionnaire which focused on breast cancer

risk factors in the volunteers and the vital status and history of cancer at

several sites in their first and second degree relatives. Wacholder et al. re-

fer to this as a ‘kin-cohort design’ to emphasise that the relatives of the

probands formed a retrospective cohort followed from birth to onset of can-

cer or censoring time, but the term ‘genotyped proband design’ has also

been proposed to emphasise that probands are genotyped and selected at

random, conditional on disease status.

The penetrance of the mutations tested had been previously estimated

in studies which recruited the relatives of cancer patients. Although such

recruitment was used in order to obtain high frequencies of the mutations,

Wacholder et al. argue that it may lead to overestimation of penetrance

due to shared non-genetic risk factors in families. They used data collected

in the kin-cohort study to estimate the risk of breast and ovarian cancer

by age in carriers and non-carriers of the BRCA1 and BRCA2 mutations.

Incidence was found to be higher among carriers, but that the penetrance of

these mutations (cumulative incidence of disease to age 70) was lower (0.6–

0.8) for each specific mutation than is reported in studies among relatives

of breast and ovarian cancer patients (0.8–0.95).

The results of Wacholder et al. (1998) are similar to those found by

Struewing et al. (1997) who also estimated penetrance of the BRCA1 and

BRCA2 mutations by recruiting and genotyping Ashkenazi volunteers. They

found the risk of breast cancer among carriers of any mutation to be 0.56

(95% CI 0.4–0.73) and of ovarian cancer to be 0.16 (95% CI 0.04–0.3).

Chatterjee et al. (2001) reanalysed the WAS data with the aim of ex-

amining the risk of disease among the first and second degree relatives of

the volunteers, who had not been genotyped but whose history of cancer

was obtained from questionnaires completed by the volunteers. They used

a copula to model the joint survival function for breast cancer for relatives

of the volunteers, and constructed the model as follows.

Let gP denote the binary BRCA1/2 carrier status for a volunteer, and

let gi, i = 1, . . . , n denote the (unmeasured) carrier status for his or her n

relatives who had age at onset Ti and were age ti when the questionnaire

was completed. Let δi denote their disease status and assume ti to be

independent of gi and Ti.
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For a pair of relatives (i, j) (not including the volunteer), let

P (Ti ≥ ti, Tj ≥ tj |gi, gj) = Cθ(Sgi
(ti), Sgj

(tj))

where S1(t) and S0(t) denote the survival functions for carriers and non-

carriers respectively. θ is then a measure of association between the marginal

risks of disease after accounting for genotype. A quasi-likelihood of the

observed data (disease status of relatives and carrier status of volunteer)

was constructed by considering all pairs of relative for each participant and

treating the pairs as if they were independent and partitioning on the carrier

status of relatives:

Lij = P (Ti ≥ ti, Tj ≥ tj |gP )

=
∑

gi,gj

P (Ti ≥ ti, Tj ≥ tj |gi, gj)P (gi, gj |gP ).

A two-stage estimation procedure was used. First non-parametric mar-

gins were estimated and then the quasi-likelihood was fitted using the esti-

mated Sg(t), g = 0, 1 and Frank’s, Clayton’s and the Stable copula:

Cθ(u, v) =











exp

{

−
[

(− lnu)
1
θ + (− ln v)

1
θ

]θ
}

0 < θ < 1

uv θ = 1

.

They also demonstrate how the recurrence risk of disease in a woman

conditional on disease in her relative and her carrier status may be calcu-

lated, which would be useful in genetic counselling. The recurrence risk

ratio, defined as

risk of disease|affected relative, carrier status

risk of disease|no affected relative, carrier status
,

was higher (∼ 2) among non carriers than carriers (∼ 1.1, not significantly

greater than one) and the the results from the different copula models were

similar.

Chatterjee and Shih (2001) also proposed a bivariate cure-mixture model

for the analysis of the same data. The mixture model measures two types

of association - between age at onset (as above) and between overall lifetime

susceptibility. This is done by categorising individuals as either susceptible
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or not. The pairwise odds ratio, γ, was used to measure association between

overall disease susceptibility and formulate the joint survival distribution,

conditional on both individuals being susceptible as a copula function of

marginal survival distribution. The same three copula functions were used,

and Chatterjee and Shih again found the results to be comparable between

all three, providing evidence for a strong and significant association between

overall susceptibility between pairs of relatives (γ ' 2.8). However, there

was only weak evidence for association between age at onset once this asso-

ciation in overall susceptibility was accounted for.

4.4 Formulation of a model to estimate the relative recurrence risk

ratio

The approaches described above all belong to the family of marginal models.

When age at onset data is available, a hazard function is generally used to

describe an individual’s risk of disease at any given point in time and a

survival function to describe the cumulative risk over time. The methods

above which make use of copula functions do so to express the joint survival

function in terms of marginal functions. But in some cases, age at onset data

is not available - as discussed in section 3.1, the data from the KPS do not

generally contain age at onset information. Instead, we may consider the

data to be present-state or point prevalence data: we know the age at which

each individual was observed and whether or not they had onset of clinical

leprosy before that time. Generally, we do not know the age at which onset

of disease occurred. In this case, an individual’s cumulative risk of disease

may be measured using cumulative prevalence.

A marginal model, is proposed here. Logistic margins are used to model

each individuals risk of disease given measured non-genetic covariates. Plack-

ett’s copula (Plackett, 1965) is used to model the association between rela-

tives using a pairwise odds ratio. This copula was chosen because it is the

natural two-dimensional extension of the one-dimensional logistic function.

This section introduces Plackett’s copula and describes its extension to test

hypotheses of interest in this study and the relationship of this extended

copula to cross ratio models.
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4.4.1 Plackett’s copula

The odds ratio for the contingency table shown in table 4.1 is θ = ad
bc . The

+ -

+ a b
- c d

Table 4.1: 2 × 2 table

value of θ describes the table as follows:

θ



















∈ [0, 1) observations are concentrated in b, c cells

= 1 ad = bc, ie the cells are independent

> 1 observations are concentrated in a, d cells

Plackett (1965) described a class of bivariate distributions with given

margins and a single parameter to measure the degree of association. Let

X, Y have marginal distribution functions FX(x), GY (y) and a joint distri-

bution function HX,Y (x, y; θ) (for simplicity denoted F, G and H) satisfying

θ =
H(1 − F − G + H)

(F − H)(G − H)
(4.4)

where θ is constant. Note that thus defined, θ can be interpreted as the

odds ratio for the 2 × 2 table shown in figure 4.1.

For most H, θ will be a function of (x, y). But for some H, θ is a

constant - such H are members of Plackett’s family, also known as constant

global cross ratio distributions or contingency-type (C-type) distributions.

Let u = F (x), v = G(y) and C be the copula of X and Y . Then

θ =
C(u, v)[1 − u − v + C(u, v)]

[u − C(u, v)][v − C(u, v)]
.

and

Cθ(u, v) =







uv θ = 1

1+(θ−1)(u+v)±
√

[1+(θ−1)(u+v)]2−4uvθ(θ−1)

2(θ−1) θ 6= 1
(4.5)

For θ > 0, θ 6= 1, the root with a ‘+’ sign is never a copula - that with a ‘-’

sign always is (for a proof, see Nelsen (1999), pp. 80–1).
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0 x X

y

Y

a = H(x, y)

c = F (x) − H(x, y)

b = G(y) − H(x, y)

d = 1 − F (x) − G(y) + H(x, y)

Figure 4.1: Contingency table for Plackett’s copula

4.4.2 Extending Plackett’s copula to estimate λR

In order to estimate λR, we need to be able to estimate the joint probability

of affection for a pair of relatives. We can do this using the framework

of a Plackett copula, which would require the odds ratio to be constant.

For a disease such as leprosy, which is under control of genetic and non-

genetic factors, it may not be realistic to assume θ is constant. For example,

perhaps those who are genetically susceptible need only a low exposure to the

infectious agent before they develop disease while those who are genetically

resistant may need high exposure to develop disease. In such a case, θ

would differ between high and low exposure groups. Plackett’s copula is

extended here; θ is not held constant, but expressed as a function of some

joint covariates for the pair. Note this is similar to the method proposed by

Shih (1998).

4.4.3 Relationship to cross ratio models

In fact, the above is a member of Dale’s family of global cross ratio mod-

els (CRMs). Dale (1986) generalised Plackett’s copula to ordinal bivariate

data. Let yij represent the number of observations of the bivariate response

(Y1, Y2) = (i, j) - the data can then be summarised by the r× c contingency
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table shown in table 4.2. The table can be dichotomised along the double

lines, and a series of (r − 1)(c − 1) global odds ratios

θij =
P (Y1 ≤ i, Y2 ≤ j)P (Y1 > i, Y2 > j)

P (Y1 ≤ i, Y2 > j)P (Y1 > i, Y2 ≤ j)
, (i ∈ 1, . . . , r−1; j ∈ 1, . . . , c−1)

can be calculated. Dale allowed the marginal probabilities to depend on a

covariate vector x (through a logit link) and θij to depend both on x and the

cut point (i, j) (through a log link). This is a departure from the Plackett

model which requires that the odds ratio be constant no matter where the

dichotomisation occurs, and is therefore sometimes known as the constant

global CRM. It has been applied to repeated measures data to allow for

association between observations (e.g. Molenberghs et al., 1997).

4.5 Fitting the model using maximum likelihood

4.5.1 Estimating θ

Plackett avoids estimation of θ by maximum likelihood because it would be

‘a tedious numerical process’ and suggests the frequency estimate

θ+ = ad/bc

where a, b, c, d are the observed frequencies given by lines in R2 parallel to

axes through the point (p, q). θ+ is asymptotically normal, with mean θ and

a variance estimated consistently by

V (θ+) = (θ+)2(1/a + 1/b + 1/c + 1/d).

y11 · · · y1j y1,j+1 · · · y1c
...

. . .
...

...
. . .

...

yi1 · · · yij yi,j+1 · · · yic

yi+1,1 · · · yi+1,j yi+1,j+1 · · · yi+1,c
...

. . .
...

...
. . .

...

yr1 · · · yrj yr,j+1 · · · yrc

Table 4.2: r × c contingency table for Dale’s Cross Ratio Model (CRM)
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The optimum choice for (p, q) is the sample median vector which minimises

the asymptotic variance of θ∗. In this case, F (p) = G(q) = 1/2 and

θ∗ =
4m2

(1 − 2m)2

where m is the observed frequency of observations in which neither variable

exceeds its median.

But this estimate is only applicable if θ is held constant. Further, in

many cases we observe only the discrete realization of the distribution and

cannot choose where to place (p, q) - we can do nothing to improve the

variance of the estimate. Instead, maximum likelihood methods are used

here.

Consider present state (also called point prevalence) binary bivariate

data - eg cumulative incidence of disease for pairs of relatives. Let (T1, T2)

be the time at which pair of relatives become affected by disease and let the

pair be observed at time (t1, t2). Let (d1, d2) be the disease status for the

pair such that

di =







1 Ti ≤ ti

0 Ti > ti
; i = 1, 2.

Assume that the disease is such that if people were affected by disease before

they were seen, they either remain affected or show signs of past disease.

Then, in the absence of censoring,

θ =
P (T1 ≤ t1, T2 ≤ t2)P (T1 > t1, T2 > t2)

P (T1 ≤ t1, T2 > t2)P (T1 > t1, T2 ≤ t2)
. (4.6)

Let ui = P (Ti ≤ ti), i = 1, 2 be the marginal distribution functions for the

probability of disease for two related individuals. Choosing a logistic link

function for the margins, we have

log
ui

1 − ui
= βxi = ηi; i = 1, 2

where xi is a vector of covariates for individual i. Assume the joint distri-

bution function δ = H(t1, t2; θ) satisfies equation (4.4). Since θ ∈ [0,∞),

another natural link function is

log θ = γz = ν (4.7)
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where z denotes a joint covariate vector for the pair. Note that z need not

contain any covariates, and setting z = 1 gives Plackett’s copula. Solving

equation (4.4) gives the probability that both members of a pair are affected

before time (t1, t2) as δ = Cθ(u1, u2) as given by (4.5).

This model can be fitted using standard maximum likelihood theory.

The log likelihood of such an observation is

L(d1, d2;x1,x2, z) = d1d2 log δ + (1 − d1)d2 log(u1 − δ)+

d1(1 − d2) log(u2 − δ) + (1 − d1)(1 − d2) log(1 − u1 − u2 + δ)

and can be summed over all observed relative pairs to find the log-likelihood

of all the observed data.

The likelihood could be maximised in two ways.

1. Two-stage procedure: first fit the marginals (either to the entire dataset

or just those members of the relative pairs under consideration). Then

use this model to get fitted values (û1, û2) and fit the joint likelihood

using these (see Shih and Louis, 1995, for further discussion of two-

stage procedures in relation to copula models). This is simple, but the

standard errors will be under-estimated in the fitted joint likelihood.

2. One-stage procedure: fit the joint likelihood and marginals together,

maximising the joint likelihood with respect to β and γ simultaneously.

Standard errors can then be correctly estimated.

The first method has the advantage that the model for the marginals can

be fitted using all individuals in the database and is therefore likely to be

more accurate. The same model is then applied whichever relatives are used

to fit the copula. The disadvantage, though, is that parameter estimates

in the joint distribution (in particular, γ and hence θ and λR) will have

inaccurate standard errors because the likelihood will have been maximised

over marginal probabilities that are themselves estimates and not observed

values. The second method has been used here because accurate estimates

of θ and λR are the main goal.

Once maximum likelihood estimates of θ have been found, reference to

equation (4.2) shows λR can be estimated by

λ̂R =
δ̂

û1û2
.
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4.5.2 Censoring

In both incidence and prevalence studies, removal of subjects from the study

population before (or, for present state studies, after) disease onset, termed

censoring, has the potential to distort findings. In the case of prevalence

data, P (T ≤ t) is the cumulative incidence of disease, but we observe only

prevalence which is conditional on the availability of subjects for study.

Thus, we observe disease not with probability P (T ≤ t) directly, but with

probability P (T ≤ t|C > t), where C is the censoring time, such that

C > t means that the subject remains in the study at time t. Appendix

A formally explores what assumptions must be made about the censoring

process if censoring is not to distort the results of any analysis.

4.5.3 Standard errors and multiple pairs

For a rare disease, there will be substantially more doubly unaffected rela-

tive pairs than pairs with one or both members affected. In this situation,

it may speed analysis to take a sample of the doubly unaffected pairs and

use weights accordingly when calculating the likelihood. Also note that not

all pairs will be independent. A sibling trio can be split into three pairs, but

the affected status of the third pair is completely determined by the status

of the first two pairs. However, including only non-independent pairs could

introduce a bias (a sib trio with two affected members could form two af-

fected/unaffected pairs, or one affected/unaffected and one affected/affected

pair).

An alternative to splitting trios and above into pairs would be to calcu-

late the likelihood for the trio itself. However, Plackett’s copula does not

extend easily to more than two dimensions (Molenberghs and Lesaffre, 1994)

and preliminary investigations in this project have shown that what might

be expected to be natural parameterisations of the three dimensional model

do not lead to valid copula functions (see section 4.7).

When using sampling, or non-independent observations, standard errors

may be inaccurate. To take account of these issues, robust estimates of

standard errors are used. This allows the relaxation of assumptions about

the independence of observations. In particular, clustered robust estimates

are used here, which allow for observations from the same family to be

correlated (see Huber (1967); White (1982, 1980) and Royall (1986) for



4. Estimating the relative recurrence risk ratio 107

more detail).

4.5.4 Confidence Intervals

Estimating confidence intervals for the fitted values û1, û2, θ̂ is straightfor-

ward, since these are simply transformations of the estimated model param-

eters η̂1, η̂2, γ̂. It is not so easy to calculate standard errors and confidence

intervals for λR and δ because they are functions of more than one non-

independent parameters. Instead simulation is used, but as this is time

consuming, it is advisable to proceed to this step only after the best fit

model has been determined.

After fitting the model, we have a variance-covariance matrix for all

the parameters from which the variance covariance matrix Σ can be calcu-

lated for x = (η1, η2, ν)′. The expected values, µ = (η̂1, η̂2, ν̂)′ are already

known. The Cholesky decomposition of Σ can then be used to simulate

trivariate normals from N(µ, Σ) and for each realization xi of x, calculate

yi = (λR, δ)′. The empirical 95% confidence interval is then given by the

2.5% and 97.5% centiles of y.

4.5.5 Interpretation of θ

θ can be thought of as the ratio of the odds of disease, given someone has

a relative of type R with disease, to the odds of disease, given they have a

relative (of type R) who is not affected. It is easier to make inferences about

θ than λR because θ is a parameter in our model, and thus can take only

a limited number of values, while λR can only be a fitted value and so will

vary according to an individual’s marginal probability of disease. Note that

this makes sense - if susceptibility to a disease is affected by environmental

factors, then the relative risk of disease will vary according to those factors.

Also, λ̂R is limited by θ̂ (see Appendix B) and will approach θ for rare

diseases, so


















λ̂R ∈ [θ̂, 1) θ̂ < 1

λ̂R = 1 θ̂ = 1

λ̂R ∈ (1, θ̂] θ̂ > 1

.

However, estimates of λR for example individuals with specific covariates

are easier to interpret and should also be reported. Plackett required that
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θ is constant, while Dale allowed it to vary. Consider a disease that is influ-

enced partly by genetics and partly by environment and suppose two genetic

types exist in the population - susceptible and resistant. If both types are

susceptible to disease at high environmental risk levels, but only genetically

susceptible individuals are susceptible to disease even at low environmental

risk levels, we would expect θ to be higher amongst low exposure groups,

since the affected members of these groups would be mostly genetically sus-

ceptible. This could be seen as genetic risk factors modifying the effect of

non-genetic risk factors. In this situation it may be beneficial to prefer peo-

ple who are affected despite low environmental risks for inclusion in genetic

analysis studies. This is similar to the argument used by researchers who

focus genetic studies on those who have particularly early onset of some dis-

ease. On the other hand, θ may be constant across levels of environmental

risks - in this situation there is no clear preference about who should be

included in genetic studies. These two situations can be distinguished if we

use z from (4.7) to dichotomies pairs according to their non-genetic risks.

4.6 Application to leprosy data from the KPS

The collection of data by the KPS was described in section 3. In this section

I collect all the assumptions made when formulating the copula and show

that the KPS data meets the requirements when we consider cumulative

leprosy incidence by age. To meet these assumptions, some data will be

excluded from the analysis. The same exclusions discussed in sections 3.2

and 3.4 will be used and are only summarised in this chapter.

multiple observations Many individuals (51.4%) were seen more than once.

Each observation provides more information (particularly if disease

onset was between two observations), but repeated observations of the

same individual cannot be accommodated in the model, because they

will be correlated with one another. In the case where an individual

was seen more than once, age is recorded as the earliest observation

at which an individual was recorded as a clinical leprosy case, or, for

those never found to be cases, the latest observation before the end of

LEP2.

complete ascertainment This is not explicitly required, and while the model

could be extended to accommodate sampled data if the sampling
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method was well defined, it is not necessary in this case. The cov-

erage of the two population surveys is estimated to have been very

high and, as discussed in section 3.2, data collected after the end of

LEP2 will not be included in this analysis.

known age at observation When we consider cumulative leprosy incidence

with age, we need to know the age of an individual at their most recent

observation. However, as described in section 3.3, 22.8% of individuals

do not give an estimated year of birth, which means their exact age

cannot be known. This can be dealt with by random assignment of a

birth year to someone who has given an estimated year of birth, also

described in section 3.3.

nondecreasing marginal distribution functions Cumulative incidence of lep-

rosy is non-decreasing up to age 74, as shown in figure 3.7 and only

those individuals aged 74 or less when last seen by the KPS are in-

cluded in this analysis.

4.6.1 Choice of marginal covariates

Marginal covariates were chosen with reference to the results from section

3.5. All covariates found to have a significant effect in that analysis (defined

in table 3.4) were included in the margins of this model.

4.6.2 Description of relative pairs

A total of 168,845 individuals were available for analysis; 2,911 (1.7%) of

whom were recorded as having, or having had, leprosy. All relative pairs

up to third degree were identified; great grandparent-grandchild and great

aunt/uncle-niece/nephew pairs were excluded from the analysis because

there were very few doubly affected pairs (2 and 13, respectively). The

numbers of other relative pairs by affection status is shown in table 4.3.

Since it is known that estimates of λR are inflated when non-genetic risk

factors, particularly those that tend to cluster within families, are ignored

(Guo, 2000), it is interesting to consider here the correlation of covariates

between relative pairs. Of particular interest is household contact. Table 4.4

presents the correlation coefficient, ρ, for each covariate used in fitting the

model and the proportion of all relative pairs who were observed to share a

household with each other during LEP1 or LEP2.
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Relative pair Number affected Total

0 1 2

1st degree
siblings 189,620 5,122 207 194,949
parent - child 215,770 9,777 236 225,783

2nd degree
half siblings 166,910 3,782 99 170,791
aunt/uncle - niece/nephew 250,320 9,461 112 259,893
gd parent - gd child 156,070 8,622 73 164,765

3rd degree
cousins 678,620 16,225 230 695,075
half aunt/uncle - niece/nephew 369,940 11,423 128 381,491

Table 4.3: Number of relative pairs by affection status and relative type

Relative pair Pairwise correlation coefficient (ρ) for % sharing

sex bcg mbcon pbcon birest age household

parent .005 .016 .581 .614 .204 .196 77.9
siblings -.003 .186 .604 .592 .372 .811 67.0
gd parent -.005 .016 .239 .240 .061 .115 21.9
aunt/unc .004 -.015 .145 .162 .018 .474 12.7
h. siblings .018 .088 .485 .443 .003 .483 44.3
h. aunt/unc .004 .025 .130 .122 .007 .362 7.1
cousins -.003 .057 .081 .082 .118 .377 4.0

Table 4.4: Correlation between covariates used in estimation of λR between relative
pairs and proportion of relative pairs observed to share a household
during LEP1 or LEP2
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4.6.3 Conditions for fitting of model

The copula model was fitted under the following sets of conditions:

1. no covariates

2. (a) all covariates excluding household contact; θ held constant

(b) all covariates excluding household contact; θ allowed to vary

3. (a) all covariates; θ held constant

(b) all covariates; θ allowed to vary

θ was allowed to vary under conditions 2(b) and 3(b) by fitting a separate

θ for those pairs with high and low non-genetic risk factors. Individuals were

dichotomised according to their marginal predicted risks (within relative

types) under conditions 2(a) and 3(a) respectively. In part, this was to check

whether the assumption under conditions 2(a) and 3(a) (that θ is constant)

was valid. If it was not, it was hoped this would enable us to distinguish

whether the genetic effect was stronger among those with lower or higher

non-genetic risk factors. The cutoff chosen was the median marginal risk

among affecteds estimated under conditions 2(a) and 3(a). It was hoped

this would provide most power by placing equal numbers of affecteds in

each group. Pairs were then categorised as low-low, low-high or high-high.

When fitting the model under conditions 2(b) and 3(b), no significant

difference could be found between the low-high and high-high pairs, so the

two groups were combined into a single high risk group.

4.6.4 Results

The results of fitting the cross-ratio model are presented initially in terms

of θ. This is because θ is a parameter in the model while λR is a fitted value

as discussed in section 4.5.5, so θ is more useful for discrimination between

conditions.

Estimates of θ calculated from fitting the model under each condition

are shown in figure 4.2. Under condition 2(b), θ varied significantly between

low and high risk pairs, however, under condition 3(b) there was no evidence

that θ varied for any relative pairs.

Fitting the CRM and ignoring covariates (condition 1) gives estimates

of θ between 1.5 and 3.2 and hence λR. These do not change when sex
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Figure 4.2: Estimates of θ from fitting the cross ratio model (CRM) by relative
type
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and BCG covariates are included (condition 2(a)), but fall when household

contact covariates are also included (condition 3(a)), reflecting the tendency

for household contact but not sex or BCG status to cluster among relatives.

There is significant evidence under condition 2(b) that θ is not constant

for most relative pairs when all covariates except household contact are

included in the margins. This indicates that the model fitted under condition

2(a) does not explain all the variation in the data.

If we believed that all risk factors had been included in the margins (ie

had we not been aware of or been able to measure household contact), then

these results may have led us to conclude that the genetic effect varied at

different levels of non-genetic risk. For example, younger pairs who were

both leprosy cases might have been under a stronger genetic influence than

older pairs.

Under condition 3(b), however, there is no evidence that θ may not

be constant. This indicates that the model fitted under 3(a) could not

be improved by relaxing the requirement that θ be held constant. It also

indicates that the strength of genetic effect is constant across different levels

of non-genetic risk. Conditions 3(a) appear to produce the best fit.

Had we not measured household contact, we might then have targeted

future genetic studies at pairs predicted by the model to have higher θ

(and hence λR) values. In fact, condition 3(b) shows θ does not vary, and

targetting pairs in this way would have introduced more work with no likely

benefit. This, together with the much higher estimates of λR observed under

conditions 1 and 2, emphasises that while the model detects unmeasured

shared risk, it is important that all non-genetic risk factors are measured if

we hope our estimates to reflect genetic risk.

The preferred condition, then, is 3(a) and odds ratios from this model

are given in table 4.5. Comparison with table 3.5 shows that the odds ratios

for the marginal parameters are very similar, indicating that the margins

of this copula model are fitting as expected. Histograms of the fitted λR

values for each relative pair are shown in figure 4.3. λS is concentrated

in the interval [1.8, 2.0]. It is interesting to note that λHS is in the same

interval, which λO (parent-offspring) is only just above 1. Similarly, λGP

(grandparent-grandchild) is just below 1, while other λR values are around

1.4. These results are discussed further in section 4.8.2.
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Covariate OR p value [95% CI]

Marginal model
agegroup 0–9 1.00
agegroup 10–14 7.43 < 10−4 [ 6.07, 9.08 ]
agegroup 15–19 12.11 < 10−4 [ 10.12, 14.50 ]
agegroup 20–24 17.88 < 10−4 [ 14.76, 21.66 ]
agegroup 25–29 18.80 < 10−4 [ 15.39, 22.96 ]
agegroup 30–34 23.21 < 10−4 [ 18.96, 28.41 ]
agegroup 40–44 23.12 < 10−4 [ 18.72, 28.56 ]
agegroup 45–74 23.82 < 10−4 [ 19.83, 28.61 ]
birest=1 1.72 < 10−4 [ 1.59, 1.87 ]
birest=2 4.04 < 10−4 [ 2.08, 7.86 ]
pbcon 2.07 < 10−4 [ 1.90, 2.25 ]
mbcon 2.64 < 10−4 [ 2.24, 3.10 ]
scar 0.62 < 10−4 [ 0.57, 0.68 ]
sex 0.91 < 0.01 [ 0.85, 0.98 ]
Joint model
siblings 2.00 < 10−4 [ 1.68, 2.39 ]
grand parents 0.98 0.92 [ 0.74, 1.31 ]
aunt/uncle 1.38 < 0.01 [ 1.05, 1.79 ]
half siblings 2.00 < 10−4 [ 1.45, 2.75 ]
h aunt/uncle 1.48 < 10−3 [ 1.16, 1.89 ]
cousins 1.43 < 10−4 [ 1.18, 1.73 ]
parent 1.11 0.18 [ 0.94, 1.32 ]

Table 4.5: Parameter estimates from the model fitted under the preferred condition,
3(a)
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Figure 4.3: Frequency histograms of the fitted λR values under condition 3(a) by
relative pair
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4.6.5 Dependence of disease status on covariates of relatives

Equation (4.2) was derived from equation (4.1) under the assumption that

D1|X1 is independent of X2, and vice-versa. This section presents the ar-

guments for that assumption to hold and also discusses whether it holds in

the KPS dataset and possible bias which may result if it does not.

For the assumption to hold, we require E(D1|X1, X2) = E(D1|X1) (and

similarly for D2, but, without loss of generality, the focus of this section

will be on D1). In other words, once X1 is measured, no further informa-

tion about D1 could be obtained from measuring X2. If believe X1 can

be measured accurately and define X1 to contain all covariates of interest

for individual 1 and any family level covariates of interest for both indi-

viduals 1 and 2, it seems plausible that this requirement holds and so the

independence assumption is met.

However, if measurements of (X1, X2) are made with error, so that we

do not observe X1 and X2 directly, but W1 and W2, this may not hold. In

this case, since X1 and X2 are likely to be correlated (see section 4.6.2), W2

will contain further information about X1 (and hence D1) even after W1 is

known. When using categorical covariates (as we will here), this is often

termed misclassification. Two types of measurement error are commonly

distinguished:

• non-differential error where the error does not depend on disease sta-

tus. Symbolically, this means E(D1|X1, W1) = E(D1|X1).

• differential error where the measurement error differs between those

affected and non-affected individuals.

An example of differential error is recall bias, where affected individuals may

have a different recollection of some exposure than unaffected individuals.

In the collection of the KPS data, efforts were made at all stages to collect

the most accurate covariate data possible on individuals, regardless of their

disease status (which would often not be known by the interview teams).

It is therefore unlikely that substantial differential error could be present in

the KPS data, and we can restrict our attention to non-differential errors,

which lead to a more predictable pattern of bias.

It is well known that non-differential errors in the measurement of covari-

ates leads to regression dilution - the effects of covariates are underestimated,
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and the predicted risk of disease for individuals is over(under)estimated for

those whose ‘true risk’ is below (above) the population mean (Carroll et al.,

1995). It is likely that such errors would lead to similar over- and under-

estimation of the joint risk of disease, δ, but it is not clear in which direction

this might bias estimates of λR - this would depend on the relative magni-

tude of bias in the joint and marginal predicted risks. It is even conceivable

(though unlikely) that the bias in u and δ may cancel so that estimates of

λR are unbiased.

To check the effect of applying the independence assumption, the model

was refitted using just the sibship data but using equation (4.1) to estimate

u1, u2, δ, θ and λS . To distinguish these estimates from those calculated

above (using equation (4.2)), they will be suffixed with †. Figure 4.4(a) shows

a scatter plot of u vs u†, demonstrating that, as in the measurement error

situation, estimates of u were attenuated. Since δ is a function of (u1, u2),

a similar effect might be expected and is found for estimates of δ (figure

4.4(b)). This indicates that the independence assumption was not met, and

that a worrying bias might have been introduced by incorrectly applying

this assumption. However, estimates of θ and λS appear considerably less

affected. We find θ̂ = 1.96 and θ̂† = 2.01, with no significant difference, and

figure 4.4(c) shows that λS and λ†
S are closely correlated with only slight

attenuation.

Since siblings’ covariates are most closely correlated (table 4.4), it would

be expected that any bias introduced by incorrectly applying the indepen-

dence assumption would be strongest for these relatives. It is comforting

then, that even in this case, when the bias in (u1, u2) and δ can be quite

considerable, the bias in the estimates of λS is relatively small (< 20%).

This indicates that there is little bias in the results in this chapter (particu-

larly not with respect to estimates of θ), despite incorrect application of an

independence assumption.

It is also clear from this section that the covariates used in this analysis

are likely to have been measured with error, as acknowledged in chapter 3,

but it is hard to speculate on just how large this error might be. However,

we have shown in appendix A that estimates of θ are unbiased even when

estimates of (u1, u2) may be biased due to censoring, and in this section that

even quite considerable bias in estimates of (u1, u2) resulting from incorrect

application of an independence assumption do not lead to significant bias
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sumption in equation (4.2). The solid line shows the best fit regression
line
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in estimates of θ and only small bias in estimates of λR. Therefore, it is

plausible to believe that estimates of θ and λR using this method are not

strongly biased even in the presence of errors in variables.

4.7 Extension: modelling the association between trios of relatives

From the above, it appears that there may be a natural extension of the

copula for modelling the association of disease state between trios of relatives

and above. Molenberghs and Lesaffre (1994) proposed an extension of the

CRM model to multivariate data. They noted that the bivariate cross ratio

(θ, above), may be viewed as the ratio of two conditional odds ratios:

θ12 =
θ1|2

θ1|2

where the numerator is the odds ratio for individual 1, conditional on disease

in individual 2 and the denominator is conditional on no disease in individual

2. They used the marginal odds ratios and cross ratios to parameterise the

margins and bivariate associations, and proposed modelling the trivariate

association using the ratio of conditional bivariate odds ratios:

ψ123 =
θ12|3

θ12|3

(with the numerator and denominator defined similarly to above).

They showed how such a parameterisation may be generalised to n di-

mensions (taking ratios of conditional (n − 1) dimensional odds ratios to

describe the n dimensional association) and further generalised to include

ordinal data (the multivariate Dale model).

They also note that ‘the parameter space of the marginal odds ratios is

constrained’ in the trivariate case and above and that ‘not every combination

leads to a valid solution’. These constraints are not explored in any detail,

and it is suggested the constraints are mild because they did not encounter

problems maximising the likelihood for an example dataset.

In this section I explore both this and an alternative formulation for a

trivariate extension and whether the criteria for a copula (see section 4.2.1)

would be met. It is shown that they do not hold in general for either of two

parameterisations considered.
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4.7.1 Notation

We observe relative trios (containing members (1, 2, 3)) of type R at times

(t1, t2, t3). Let Ti be the time at which member i becomes affected by and

showing clinical signs of leprosy and let



















ui(ti) denote P (Ti ≤ ti), i = 1, 2, 3

uij(ti, tj) denote P (Ti ≤ ti, Tj ≤ tj), i, j = 1, 2, 3, i 6= j

δ(ti, tj , tk) denote P (Ti ≤ ti, Tj ≤ tj , Tk ≤ tk)

(4.8)

To simplify notation, the explicit dependence on time is again removed and

we write ui(ti) = ui etc. Just as a 2 × 2 table was used in chapter 4, a

2×2×2 table is used here, represented in figure 4.5. The events represented

in each section are















































































a = P(1,2,3 affected) = δ

b = P(2,3 affected) = u23 − δ

c = P(1,3 affected) = u13 − δ

d = P(3 affected) = u3 − u23 − u13 + δ

e = P(1,2 affected) = u12 − δ

f = P(2 affected) = u2 − u23 − u12 + δ

g = P(1 affected) = u1 − u13 − u13 + δ

h = P(none affected) = 1 − u3 − u2 − u1 + u23 + u13 + u12 − δ

There are thus 7 independent probabilities to consider (h = 1 − a − b −
c − d − e − f − g).

4.7.2 Parameterisation of the extended model

We can parameterise the problem in two ways, using either marginal or

conditional odds ratios. The marginal odds parameterisation is perhaps the

most natural extension to the two dimensional case, but it was hoped the

conditional parameterisation would lead to a more mathematically tractable

solution.
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T3
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c d

e f

g h

Figure 4.5: 2 × 2 × 2 table

Parameterisation using marginal odds ratios

We use the marginal probabilities u1, u2, u3, three marginal odds ratios

θ12 =
(d + h)(e + a)

(b + f)(c + g)
=

(1 + u12 − u2 − u1)u12

(u2 − u12)(u1 − u12)
(4.9)

θ13 =
(f + h)(a + c)

(b + d)(e + g)
=

(1 + u13 − u3 − u1)u13

(u3 − u13)(u1 − u13)
(4.10)

θ23 =
(g + h)(a + b)

(c + d)(e + f)
=

(1 + u23 − u3 − u2)u23

(u3 − u23)(u2 − u23)
(4.11)

(where θij is the marginal odds ratio for members i and j) and a conditional

odds ratio

ψ =
ad/bc

eh/fg

=
δ(u3 + δ − u23 − u13)(u1 − u12 − u13 + δ)(u2 + δ − u23 − u12)

(u23 − δ)(u13 − δ)(1 − δ + u23 + u13 − u3 + u12 − u2 − u1)(u12 − δ)

(4.12)
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which is the ratio of the odds ratio for disease in relatives 1 and 2, conditional

on disease in member 3 to the odds ratio for disease in relatives 1 and 2,

conditional on no disease in member 3.

Assuming these odds ratios and marginal probabilities (ui) can be esti-

mated from data, the pairwise probabilities (uij) can be estimated as de-

scribed in chapter 4 and the only unknown is δ, which is the solution to the

quartic:

a4z
4 + a3z

3 + a2z
2 + a1z + a0

where

a0 = ψu12u23u13S

a1 = −[(u23u13 + u12u23 + u12u13)S + u23u13u12]ψ

− (u3 − u23 − u13)(u1 − u12 − u13)(u2 − u23 − u12)

a2 = [u23u13 + u12u23 + u12u13 + (u12 + u23 + u13)S]ψ

− (u3 − u23 − u13)(u1 − u12 − u13)

− (u3 − u23 − u13)(u2 − u23 − u12)

− (u1 − u12 − u13)(u2 − u23 − u12)

a3 = −1 − (u12 + u23 + u13 + S)(ψ − 1)

a4 = ψ − 1

S = 1 + u12 + u23 + u13 − u3 − u2 − u1

There are several algorithms for finding solutions to quartics. The gen-

eral procedure is to substitute z so that the cubic term is removed, and

using further substitution to reduce the problem to finding one root of the

resolvent cubic. This root can then be subsitituted back and the solution to

the original quartic easily found. Unfortunately there is no ‘nice’ algebraic

form in which these roots may be expressed.
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Parameterisation using conditional odds ratios

We use the marginal probabilities u1, u2, u3, three conditional odds ratios

θ12|3 =
af

eb
=

δ(u2 + δ − u23 − u12)

(u12 − δ)(u23 − δ)

θ13|2 =
ad

bc
=

δ(u1 + δ − u12 − u13)

(u12 − δ)(u13 − δ)

θ23|1 =
ag

ec
=

δ(u3 + δ − u13 − u23)

(u13 − δ)(u23 − δ)
(4.13)

(where θij|k is the odds ratio for disease in members i and j, conditional on

disease in member k) and the conditional odds ratio, ψ, as given in equation

(4.12).

Again, assuming these odds ratios and marginal probabilities can be es-

timated from data, we now have four unknowns, the 3 pairwise probabilities

(u12, u13, u23) and δ. These can be found by simultaneous solution of the

equations (4.12) and (4.7.2)–(4.13), but again, there is no algebraic solution.

4.7.3 Assessment of the criteria for a copula

To be a copula, the solution δ = C(u1, u2, u3) of our quartic must satisfy

certain relations. These are (from Nelsen, 1999, definition 2.10.6)

1. C is a function mapping [0, 1]3 → [0, 1], such that

δ = C(u1, u2, u3) = 0 if at least one of u1, u2, u3 is 0

and

if all ui are 1 except uk, then C = uk, k 6= i

2. C is 3-increasing. That is, VC(B) ≥ 0 for all boxes B whose vertices

lie in Dom C, where the volume of the box B [u1, u
′
1]×[u2, u

′
2]×[u3, u

′
3]

is given by

VC(B) = C(u′
1, u

′
2, u

′
3)−C(u′

1, u
′
2, u3)−C(u′

1, u2, u
′
3)−C(u1, u

′
2, u

′
3)

+ C(u′
1, u2, u3) + C(u1, u

′
2, u3) + C(u1, u2, u

′
3) − C(u1, u2, u3)

Since neither of our parameterisations have algebraic solutions, the con-

ditions are difficult to prove analytically. Instead, I will enumerate the
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solution for a five-dimensional grid of values. To simplify things, set the

second order odds ratios (eg θ12 or θ12|3) equal to one another, since it has

already been shown that the two dimensional odds ratio for leprosy in this

population is constant (section 4.6.4). The grid used is

G = {u1 ∈ {0.0001, 0.1, 0.2, . . . , 0.8, 0.9, 0.999},
u2 ∈ {0.0001, 0.1, 0.2, . . . , 0.8, 0.9, 0.999},
u3 ∈ {0.0001, 0.1, 0.2, . . . , 0.8, 0.9, 0.999},
θ ∈ {0.75, 1.00, 1.20, 2.0, 3.0, 5.0},
ψ ∈ {0.75, 1.00, 1.20, 2.0, 3.0, 5.0}}

s.t. θ ≤ 1 ⇐⇒ ψ ≤ 1 and θ ≥ 1 ⇐⇒ ψ ≥ 1

We can then check that the properties of a copula are satisfied by testing

whether

1. for any point in G, there exists a single solution which meets the

conditions

u12 ∈ (0, min{u1, u2})
u13 ∈ (0, min{u1, u3})
u23 ∈ (0, min{u2, u3})

δ ∈ (0, min{u12, u23, u13})

(which must hold because of the definition of these probabilities in

equation (4.8))

2. for u1 → 0, δ → 0

3. for u1 = u2 → 1, δ → u3

4. for all boxes B ∈ G, VC(B) ≥ 0

Marginal odds ratios

There are several points in G where there are two distinct real roots for δ in

the desired range. We do not have a unique solution, so this parameterisation

does not lead to a copula.
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Conditional odds ratios

Criteria 1–3 appear to be met. To test criteria 4, VC(B) was calculated for

a total of nearly four million boxes across G with all parameters allowed

to vary, subject to the restriction θ12|3 = θ13|2 = θ23|1. Of these, 7.2% had

negative volume; the least volume was -0.667. This is not within what might

be expected given rounding error, and shows that δ is not 3-increasing and

so this parameterisation does not lead to a valid copula either. However,

since all other conditions were met, it is possible that this parameterisation

would lead to a well-defined copula should further suitable conditions be

imposed, but there was not time in this project to explore this further.

4.8 Discussion

4.8.1 Proposed model

We have proposed a fully parametric marginal model with logistic margins

and the joint distribution specified by an extended Plackett copula, from

which λS fitted values may be found. This differs from previous approaches

in this area mainly because of the different nature of the available data.

Li et al. (1998) and Chatterjee et al. (2001) made use of case-control fam-

ily data which included age at onset and used copula functions to specify

the joint survival function. This was not possible in our application. The

model proposed in this paper is similar to another marginal model approach,

not involving copulas, proposed by Shih (1998). Data was available from

a longitudinal survey and also modelled associations between observations

from related individuals were modelled with a constant odds ratio. Again,

repeated measures on individuals at regular time intervals were available

(and attention was restricted to those seen 10 times or more). This allowed

a discretized survival distribution to be fitted. However, Shih (1998) used

a two-stage estimation procedure, first fitting the margins assuming inde-

pendence and then substituting these fitted values into a pseudo-likelihood

which was maximised. Our likelihood can be maximised simultaneously with

respect to marginal and joint distribution parameters which allows standard

errors of parameters to be accurately estimated.

The other difference lies the treatment of relative trios and above. The

Li et al. (1998) framework models the joint survival distribution for the
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proband and all his/her relatives, while Chatterjee et al. (2001) considered

only the joint survival distribution among pairs of relatives (not including

the proband). Although Shih (1998) models associations in larger relative

sets using conditional odds ratios, maximum likelihood estimation was con-

sidered infeasible and instead a pseudo-likelihood estimation procedure that

depended only on pairwise parameters was used. We found the Plackett

copula did not easily generalise to three dimensions and above, and split

larger relative sets into all possible pairs, adjusting the standard errors ap-

propriately. This enabled us to use fully parametric maximum likelihood

estimation.

This model also makes clear that for a complex disease, where risk of

disease is subject to both genetic and non-genetic factors, λR will not be

constant, but will depend on an individual’s environmental risk factors. It

has been implemented in Stata and made available on the internet.1

It is disappointing that the model for relative pairs does not extend to

trios as was hoped. Such an extension might still be possible were suitable

restrictions applied, but it is not obvious what restrictions might be sensible.

There was not time in this project to investigate this further, but it is an

area that would be interesting to explore.

4.8.2 Estimation of λR for leprosy

Pattern across degrees of relationship

In all cases θ is higher for sibling pairs than any other relationship, as dis-

cussed recently by Koivisto and Mannila (2001). If θ is measuring purely

genetic risk, we would also expect to see θ decline consistently across degree

of relationship, as the expected proportion of genes shared decreases from

1/2 to 1/4 and then 1/8. Under condition 1, this does not happen, pre-

sumably because of unmeasured non-genetic factors and under condition 2,

the estimate of θ for half-sibling pairs clearly does not fit this pattern. This

could be due to the considerably higher correlation between non-genetic co-

variates among half sibling pairs that other second degree pairs, as shown

in table 4.4.

Under condition 3, it could be argued that λR decreases as we move

from sibling pairs to second and third degree pairs, but the estimates for

1 see http://www-gene.cimr.cam.ac.uk/clayton/software/stata/README.txt
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parents are much lower that for siblings - only just significantly above 1.

According to Koivisto and Mannila (2001) such a difference between λR

values as appears under model 3(a) for siblings and parents is likely to

arise because the underlying trait is recessive. They do not examine how

differences between second- or third-degree relatives may arise, but figure

4.2 indicates that θ may be higher for half-siblings than aunt/uncles and

higher for half aunt/uncles and cousins than grandparents, although these

differences are not significant.

The pairwise correlation for all non-genetic risk factors is highest amongst

sibling pairs, and the greatest change in estimates between models 1 and

3(a) is for siblings. Estimates are also significantly inflated under model 1

for both parent-offspring and half sibling pairs, and both these pairs also

tend to have a high degree of correlation between non-genetic risk factors,

particularly household contact.

Magnitude of genetic effect

The results do not provide evidence for a strong genetic susceptibility to

leprosy. However, they are consistent with much other evidence that sus-

ceptibility to leprosy is under the control of many factors, the strongest of

which may be non-genetic, with host genetics playing a small but significant

role.

It is possible that the residual risk observed could be accounted for by

other, unmeasured, non-genetic factors. These data included the major risk

factors that are likely to cluster in families. Exposure was measured using

two binary variables: whether an individual shared a household with any

MB or PB leprosy case during either of the LEP1 and LEP2 surveys. Given

that people tend to change households during their lifetime, these are im-

perfect measures and in particular do not capture exposure history prior to

the KPS. Also, we recognise there was likely to be undetected household

contact (Chirwa, 2001), given that our measure of contact was based of just

two surveys over ten years. Given the potentially long incubation period

of leprosy (measured in years and even decades) and that we are consid-

ering cumulative incidence we will certainly have missed earlier household

contact, which will be important in older cases. Further, as discussed in

section 3.3, the effect of BCG is likely to have been underestimated die to

vaccinated individuals being misclassified as unvaccinated. Also, exposure
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to environmental mycobacteria is also known to affect a person’s immune

response to infection with M. leprae, and this was something we could not

account for. It is known that environmental mycobacteria are distributed

heterogeneously across Karonga (Chilima, 2001) and tend to cluster in space

(and thus within household and family). It is likely that our estimates of

λR would be further reduced if contact histories and mycobacteria exposure

could be accurately accounted for. This may also explain why we do not see

the expected pattern of falling λR with degree of relationship.

4.9 Summary

Marginal models have previously been applied to disease data to examine

the aggregation of disease among relatives. The marginal model proposed

in this chapter was applied to present state data from the KPS with the aim

of estimating λR. We found evidence that λR > 1 for all but grandparent-

grandchild pairs (and, specifically, λS ∈ [1.8, 2.0]), but underestimated ef-

fects of marginal covariates and the pattern of λR across different relatives

indicated this may still be an overestimate.



CHAPTER 5.

AGGREGATION OF DISEASE AMONG RELATIVE TRIOS

5.1 Introduction

Many (100/169) of the pedigrees from Karonga contain more than two af-

fected relatives. The manner in which a genetic disease may aggregate

among pairs of relatives has already been widely studied, but less atten-

tion has been paid to how disease may aggregate amongst relative trios and

above. As described in chapter 4, λR is a measure of the excess risk to

relatives of cases. Attempts were also made in that chapter to estimate an

analogous parameter for relative trios, λR,R.

In this chapter, the behaviour of λR,R under one-locus genetic models is

explored. This work can also be used to predict the power to detect linkage

using affected relative trios, and thus another focus of this chapter is to

examine what gain might be had from employing relative trios rather than

relative pairs in linkage analysis studies.

The methods used are based on describing the risk of disease given geno-

type as a function of additive and dominance effects of the alleles and con-

ditioning on the IBD distribution for affected relatives. These genetic com-

ponents of variance and their use for calculating recurrence risk ratios are

introduced in section 5.2. Section 5.3 describes restrictions imposed on λS

by genetic models and section 5.4 describes how λR,R may be expressed in

terms of variance components under these models. The power to detect

linkage using relative trios is examined in section 5.5 and finally, in section

5.6, the use of relative trios and above in linkage analyses is discussed in

relation to the work in this chapter.
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5.2 Genetic components of variance and recurrence risks

5.2.1 Components of variance

Assume a quantitative trait is determined by a single locus with n alleles,

at population frequencies πi, i = 1, . . . , n. The mean trait value for an

individual with genotype i/j can be written

µij = µ + αi + αj + δij (5.1)

where µ is the population trait mean, αi and αj are the additive effects due

to alleles i and j respectively, and δij is the deviation for genotype i/j. For a

binary trait (eg diseased or not), µij can be thought of as the risk of disease

conditional on genotype. Assume Hardy-Weinberg equilibrium. That is, the

population frequency of the unordered genotype i/j is 2πiπj for i 6= j, or

π2
i for i = j. The αis are chosen to minimise the sum of squares of the

deviations δij . This is equivalent to setting

∂

∂αi

∑

i

∑

j

πiπjδ
2
ij =

∂

∂αi

∑

i

∑

j

πiπj(µij − αi − αj − µ)2 = 0

and gives the relations

∑

j

δijπj = 0 (5.2)

∑

i

αiπi = 0 (5.3)

αi =
∑

j

µijπj − µ (5.4)

Using these, the genetic variance of the trait can be partitioned into

additive and dominance components:

σ2 =
∑

i

πiπj(µij − µ)2

=

[

2
∑

i

α2
i πi

]

+





∑

i,j

δ2
ijπiπj





=
[

σ2
a

]

+
[

σ2
d

]

(5.5)
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5.2.2 Recurrence risk ratios

The relative recurrence risk ratio, λR, defined in section 2.3.1, is a measure

of ‘how genetic’ a disease is. Let Xi = 1 if individual i is affected and 0

otherwise. Then λR may also be expressed in terms of the components of

genetic variance as

λR =
E(X1X2)

E(X1)E(X2)
=

µ2 + cov(X1, X2)

µ2

which, as will be shown in section 5.2.5, gives

λS =
µ2 + σ2

a/2 + σ2
d/4

µ2

for siblings.

To consider relative trios, we need to introduce an analogous parameter.

The second degree recurrence risk, KR1,R2 , is defined here as the risk of

disease to a person with two affected relatives of type R1 and R2,

KR1,R2 = E(X3|X1 = X2 = 1)

=
E(X1X2X3)

E(X1X2)

and the second degree recurrence risk ratio, λR1,R2 , is defined as the ratio

of this to the population risk, ie

λR1,R2 =
E(X3|X1X2)

E(X3)

=
E(X1X2X3)

E(X1X2)E(X3)
.

λR1,R2 is the increase in risk (above the population risk) for an individual

who has two affected relatives (of type R1 and R2). This parameter may

be used to explore the aggregation of disease among relative trios and the

relationship between λR1,R2 and λR may provide further insight still.

5.2.3 Identity states

The identity state of a set of n relatives describes the IBD sharing among

the set and can be represented graphically using 2n points to represent the
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maternal and paternal alleles of each relative. Any alleles that are IBD are

joined by a solid line.

There are 15 possible identity states for relative pairs, as shown in figure

5.1(a). If we allow maternal and paternal alleles to be rearranged, and

individuals swapped, there are 9 condensed identity states, shown in figure

5.1(b), three of which contain only non-inbred relatives: S7, S8 and S9.

These correspond to a pair sharing two, one or zero alleles IBD respectively.

S∗
1 S∗

2 S∗
3 S∗

4 S∗
5

S∗
6 S∗

7 S∗
8 S∗

9 S∗
10

S∗
11 S∗

12 S∗
13 S∗

14 S∗
15

(a) All possible identity states

S1 S2 S3 S4 S5

S6 S7 S8 S9

(b) Condensed identity states

Figure 5.1: Identity states for relative pairs. Each horizontal pair of vertices rep-
resents the maternal and paternal alleles for each relative. Alleles that
are IBD are joined by a solid line
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An identity state partitions the 2n alleles into subsets containing only

IBD alleles. Therefore, the number of possible identity states for n rela-

tives is the number of possible partitions of a set with 2n members which

increases rapidly with n, and for relative trios there are 203 possible IBD

sharing configurations (see appendix C for a complete list). If we restrict

attention to non-inbred trios and further allow maternal and paternal alle-

les, or individuals, to be rearranged within the pattern, there are just eight

condensed configurations, T1, . . . , T8, shown in figure 5.2.

T1 T2 T3 T4

T5 T6 T7 T8

Figure 5.2: Condensed identity states for non-inbred relative trios. Each horizontal
pair of vertices represents the maternal and paternal alleles for each
relative. Alleles that are IBD are joined by a solid line

There are also many possible relative trios; focus here will be directed

to four in particular that arise often in the pedigrees from the KPS: three

full siblings (SSS); two full siblings and one half sibling (SSH) three half

siblings (HHH) and three cousins (CCC). In the SSH case, two relative risk

ratios are possible. λS|S,H will be used to denote the increase in risk for

an individual with an affected full sibling and an affected half sibling, while

λH|S,S will be used to denote the increase in risk for an individual who is

the half sibling of two affected full siblings.

5.2.4 Null identity state distributions

The null distribution for a given relative set (the probability of each identity

state given no information about the distribution of any genetic trait among

the set) can be found for general pedigrees on application of an algorithm

(e.g. Karigl, 1982). However, for non-inbred trios, it is simplest to assign
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1 2 3 4

1 3 1 3
1 3 1 4
1 3 2 3
1 3 2 4

Figure 5.3: Enumerating the null identity state distribution for a sibling pair

unique alleles to each founder in a pedigree and enumerate all possible (and

equally likely) IBD configurations among descendents from this - as shown,

for example, in figure 5.3 for a sibling pair. The null identity state distri-

butions for selected relative pairs and trios are given in tables 5.1(a) and

(b).

5.2.5 Joint probability of disease

For a set of n relatives, let Y =
∏n

i Xi represent the event that all members

of the relative set R are affected. The probability all members of a set

are affected conditional on identity state φ, E(Y |φ) may be found using

equations (5.1) and (5.2)–(5.5). For relative pairs we find

E(Y |S7) =
∑

i,j

πiπjµijµij

=
∑

i,j

πiπj(µ + αi + αj + δij)
2

= µ2 + σ2
a + σ2

d
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Identity State, Si P (Si)

siblings 2nd degree 3rd degree

S7 1/4 0 0
S8 1/2 1/2 1/4
S9 1/4 1/2 3/4

(a) Relative pairs

Identity state, Ti P (Ti)

SSS SSH HHH C

T1 0 0 0 3/8
T2 0 3/8 1/2 9/16
T3 3/16 1/8 0 0
T4 3/8 1/4 0 0
T5 0 1/8 1/2 1/16
T6 0 0 0 0
T7 3/8 1/8 0 0
T8 1/16 0 0 0

(b) Relative trios

Table 5.1: Null identity state distribution among selected non-inbred relative sets

and, similarly

E(Y |S8) =
∑

ijk

πiπjπkµijµik

= µ2 + σ2
a/2

E(Y |S9) =
∑

ijkl

πiπjπkπlµijµkl

= µ2 (5.6)

For relative trios,

E(Y |T1) =
∑

ijklmn

πiπjπkπlπmπnµijµklµmn

= µ3 (5.7)
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E(Y |T2) =
∑

ijklm

πiπjπkπlπmµijµikµlm

= µ3 + µσ2
a/2 (5.8)

E(Y |T3) =
∑

ijkl

πiπjπkπlµijµijµkl

= µ3 + µ(σ2
a + σ2

d) (5.9)

E(Y |T4) =
∑

ijkl

πiπjπkπlµijµikµjl

= µ3 + µσ2
a +

∑

i,j

αiαjδijπiπj (5.10)

E(Y |T5) =
∑

ijkl

πiπjπkπlµijµikµil

= µ3 + 3µσ2
a/2 +

∑

i

α3
i πi (5.11)

E(Y |T6) =
∑

ijk

πiπjπkµijµikµjk

= µ3 + 3µσ2
a/2 + 3

∑

i,j

αiαjδijπiπj +
∑

i,j,k

δijδikδjkπiπjπk (5.12)

E(Y |T7) =
∑

ijk

πiπjπkµijµijµik

= µ3 + µ(2σ2
a + σ2

d) +
∑

i

α3
i πi +

∑

i,j

(2αiαjδij + αiδ
2
ij)πiπj

(5.13)

E(Y |T8) =
∑

ij

πiπjµijµijµij

= µ3 + 3µ(σ2
a + σ2

d) + 2
∑

i

α3
i πi +

∑

i,j

(δ3
ij + 6αiδ

2
ij + 6αiαjδij)πiπj

(5.14)

5.2.6 Identity state distribution among affected relatives

Among affected relatives, the distribution of IBD states will differ from the

null at loci that influence the risk of disease or are linked to such loci. We

can calculate the probability of each state φ among an affected relative set

R (eg three full siblings) as kR,φpφ where pφ is the null probability of state

φ and kR,φ is a function of the genetic variance of the trait. As before, let
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Identity State, Si P (Si)
sibling pairs 2nd degree pairs 3rd degree pairs

S7
µ2

4µ2+2σ2
a+σ2

d

0 0

S8
2µ2+σ2

a

4µ2+2σ2
a+σ2

d

2µ2+σ2
a

4µ2+σ2
a

2µ2+σ2
a

8µ2+σ2
a

S9
µ2+σ2

a+σ2
d

4µ2+2σ2
a+σ2

d

2µ2

4µ2+σ2
a

6µ2

8µ2+σ2
a

Table 5.2: Identity state distribution for affected sibling, second and third degree
relative pairs

Xi represent the disease state of some individual i, with

Xi =







1 i affected

0 otherwise.

Then

P (φ|Y, R) =
E(Y |φ, R)P (φ|R)

E(Y |R)
(5.15)

=
E(Y |φ)P (φ|R)

∑

i E(Y |φ)P (φ|R)
(5.16)

where P (φ) is the null probability of state φ and R the type of relative set.

The identity state distributions for affected sibling, second and third

degree relative pairs (found by application of (5.15)) are shown in table 5.2.

Although not listed here, the identity state distribution for any particular

relative trio can also be found on application of (5.15).

5.3 Restrictions on λS under genetic models

The relationship between genotype and phenotype (eg disease status) may

be described by a genetic model. Risch’s work and the methods in this

chapter compare λR or λR1,R2 to λS , thus treating λS as an independent

parameter. In fact, λS is also dependent on the genetic model and this

introduces limitations in the form of valid ranges for λS under different

models.

Rybicki and Elston (2000) examined the relationship between λS and

the genotype relative risk, γ, under diallelic models. γ is defined as µ11/µ22

where µ11 and µ22 are the frequency of disease among high and low risk
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Model Frequency of disease-related allele, p

0.005 0.01 0.05 0.1 0.5

Dominant 50.56 25.56 5.57 3.25 1.25
Co-dominant 50.75 25.75 5.75 3.25 1.25
Recessive 9338.49 2545.22 110.24 30.35 2.25

Table 5.3: Upper limits for λS as γ → ∞ under diallelic models. Limits are calcu-
lated numerically by setting γ = 106.

homozygotes respectively. They found that under diallelic single and two

locus models, even as γ → ∞, λS was limited according to the frequency of

the disease related allele, p. As p → 0, so λS → ∞, but at moderate values

of p, λS is limited, and these limits for single locus models (calculated here

numerically by setting γ = 106) are shown in table 5.3.

More recently, Schliekelman and Slatkin (2002) examined the relation-

ship between the number of loci in a multiplicative multilocus model and λS .

They assumed the disease was controlled by L diallelic loci, with all disease-

related alleles (at different loci) having equal effect and equal frequency, p.

Under this special-case, and with the further restrictions of ‘negligible’ dom-

inance variance (arbitrarily set as λ1 ≤ 1.11λS) and complete penetrance

(a person homozygous for the disease-related allele at all susceptibility loci

has disease with probability 1), they found λS was again restricted by the

population prevalence of disease (µ) and the number of loci (L).

As before, the limits on λS appear acceptable (eg λS < 12) for a rare

disease or rare disease-related alleles, but even moderate values, such as

λS > 4 are not possible when the disease is less rare (µ = 0.01) and the

number of loci is relatively large (L > 5). This is because for such µ, as

the number of loci increases, p increases rapidly (eg p ∼ 0.75 when L > 5

and there is no dominance variance), and, as demonstrated in the one- and

two-locus case by Rybicki and Elston (2000), λS can take only smaller values

when p is large.

Schliekelman and Slatkin (2002) used a more restricted model than Risch

(1990a,b,c), but showed that λS is not an independent parameter as it ap-

pears in Risch’s work, but is restricted by the underlying disease model.
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5.3.1 Two special case models

Later in this chapter, we will consider two specific genetic models:

1. a purely additive model (δij = 0)

2. a diallelic model

and it is therefore of interest to examine any restrictions on λS under these

models.

In this discussion, I will be most concerned about bounds that restrict

λS to moderate values and below (eg λS < 10). This is because we know

there will be some restriction on λS unless the disease is extremely rare, so a

cut-off has to be chosen, above which we think the restriction is reasonable.

The choice of what is and what is not a moderate value is fairly arbitrary,

but the aim is to focus on cases which are more likely to arise when dealing

with complex diseases.

Diallelic models

Bounds for λS under diallelic models were given by Rybicki and Elston

(2000) and summarised in table 5.3. Note that diallelic models may be

specified in terms of three parameters: µ11 (penetrance in high-risk ho-

mozygotes), µ22 (penetrance in low-risk homozygotes) and p. µ12 is de-

termined by whether we consider the recessive (µ12 = µ22), co-dominant

(µ12 = (µ11 + µ22)/2) or dominant (µ12 = µ11) model. Further, we can

use the genotype relative risk, γ = µ22/µ11, to summarise the relationship

between µ11 and µ22.

Figure 5.4 shows the one to one relationship between λS and p for fixed

γ. As γ increases, the range of λS increases and the corresponding p value

at which λS is maximum decreases. As Rybicki and Elston (2000) showed,

however, this increase tails off and λS is bounded above for any value of p,

no matter how large we make γ. Even for quite large γ, λS is quite restricted

for any diallelic model and any p (eg λS < 8 when γ = 50). This means

that if we are to treat λS as an independent parameter like Risch (1990a),

we must remember that for larger λS , we are implicitly forcing p to be small

and γ to be very large indeed.
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(a) Dominant model
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(b) Codominant model
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(c) Recessive model

Figure 5.4: Relationship between λS and p under diallelic models for varying geno-
type relative risk (γ)
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No dominance variance assumption

It is harder to fix bounds on this model than on the diallelic model. We

introduce another parameter here: the Fisher skewness,

γ1 =
2

∑

i πiα
3
i

σ3
a

.

The reasons for this choice of parameter will be given in section 5.4.1; for

now, it is sufficient to note that γ1 is a measure of the (non)centrality of the

distribution of µij . γ1 < 0 and γ1 > 0 correspond to negative and positive

skew respectively, and γ1 = 0 corresponds to symmetry. Although λS and γ1

are related (both are functions of αi), it is not clear how best to investigate

the relationship between them generally.

First, we consider the diallelic case as an example. A codominant diallelic

model has no dominance variance and can be parameterised by µ22 ≥ µ11

and p, the frequency of (the disease-related) allele 1. Under this model,

there is a one-to-one correspondence between p and γ1:

γ1 =

√
2(1 − 2p)

√

p(1 − p)
.

Let µ22 = γµ11, then setting γ1 = 0 fixes p = 1/2 so

µ = (µ11 + µ22)/2 =
(1 + γ)µ11

2
,

σ2
a =

(γ − 1)2µ2
11

8

and

λS =
µ + σ2

a/2

µ2
=

5

4
− γ

(1 + γ)2
.

Thus λS ≥ 1 increases with γ and tends to 5/4 as γ → ∞, as shown in figure

5.5. This bound very low, and although a very special case, indicates that

assuming γ1 = 0 may not be reasonable. Fixing p at other values fixes γ1

and bounds for λS at these values are shown in table 5.4.

In fact, the bounds under the diallelic case are likely to hold for multi-

allelic models too. Consider the triallelic case. This can be parameterised

by the homozygote means (µ11 > µ22 > µ33) and the frequencies of alleles
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Figure 5.5: λS as a function of the genotype relative risk, γ, under a diallelic co-
dominant zero skew model

p γ1 Upper bound on λS

0.001 22.3 250.75
0.005 9.9 50.75
0.010 7.0 25.75
0.029 4.0 9.49
0.050 3.0 5.75
0.092 2.0 3.47
0.100 1.9 3.25
0.211 1.0 1.93
0.500 0.0 1.25

Table 5.4: Bounds on λS under a diallelic no dominance variance model
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Frequency of Maximum value of γ1 Upper bound
allele 1, π1 on λS

Frequency of allele 2, π2

0.001 0.01 0.05 0.1 0.2 0.5

0.001 63.05 26.52 11.54 7.49 4.22 - 0.01 250.74
0.01 26.52 19.39 10.48 7.05 4.02 - 0.11 25.74
0.05 11.54 10.48 7.54 5.54 3.26 - 0.56 5.74
0.1 7.49 7.05 5.54 4.24 2.46 - 1.15 3.24
0.2 4.22 4.02 3.26 2.46 1.15 - 2.46 1.99
0.5 - 0.01 - 0.11 - 0.56 - 1.15 - 2.46 – 1.24

Table 5.5: Maximum values of λS and γ1 for triallelic no dominance variance model

1 and 2 (π1 and π2). Again, the no dominance variance assumption implies

µij = (µii + µjj)/2. Graphical examination of γ1 and λS showed that the

bounds λS and γ1 were again dependent on the frequency of the highest risk

allele, π1. The frequency and size of effect of genotype 2/2 did not change

the bound itself, but varied how quickly that bound was reached (in terms of

increasing µ11/µ33). The maximum values of γ1 and λS for different π1 and

π2 are shown in table 5.5. As π2 → 0, λS increases and the model tends to

the diallelic case above. The maximum value of γ1 tends to its value under

the diallelic case for π1 = p, confirming this. Of greatest interest is that

the upper bound on λS is the same as in the diallelic case (when π1 = p).

Although not a mathematical proof, this does indicate that the bounds for

λS under the diallelic case will hold for multiallelic no dominance variance

models too.

So, as before, bounds on λS are tighter when p is smaller. It appears that

very small values of γ1 are unrealistic for disease genes which we would hope

to detect with genome screens of moderate size, ie diseases with λS ≥ 1.5 at

minimum. As the number of alleles increases, it is likely that the range of

possible values for γ1 increases as it does when we move from the diallelic to

triallelic cases. However, note that γ1 can be much larger than was shown

in the examples of skewed distributions in figure 5.6 when disease related

the allele(s) are rare.

Overall, these examples help explain the relationship between the up-

per bound for λS and other genetic parameters. They will be useful when

interpreting the results described in the following sections.
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5.4 Calculation of recurrence risks under two special-case models of

inheritance

The genetic components of variance for relative pairs can be expressed using

only three unknown quantities - µ, σ2
a and σ2

d. For a relative trio we have

a further five:
∑

i α
3
i πi;

∑

i,j αiαjδijπiπj ;
∑

i,j αiδ
2
ijπiπj ;

∑

i,j δ3
ijπiπj and

∑

i,j,k δijδikδjkπiπjπk. These will not generally simplify. Here, two special

cases are considered:

1. a no dominance variance model (δij = 0)

2. a diallelic model

5.4.1 No dominance variance model

Set δij = 0, then σ2
d = 0 and the expressions in equations (5.7)– (5.14)

involve just three unknown quantities - µ, σ2
a and

∑

i α
3
i πi. This is the no

dominance variance (NDV) assumption and implies that the effect for any

genotype can be expressed as the sum of the effects of its alleles.

In the two-dimensional case, reparamaterisation using the relation

σ2
a = 2µ2(λS − 1)

allows the unknown additive variance, σ2
a, to be expressed as a function of

a more familiar parameter, λS . Similarly, in the three dimensional case,

we want to express
∑

i πiα
3
i in terms of some more familiar parameter, and

some measure of skewness seems most natural.

Measures of skewness

In a non-symmetric distribution, the mean and mode are not equal. One

measure of skewness is the scaled difference between the median and the

mode,
mean − mode

σ
,
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but the mode is not generally simple to find analytically. Other measures

include

Fisher skewness γ1 =
µ3

µ
3/2
2

=
µ3

σ3

Pearson skewness β1 =
µ2

3

µ3
2

= γ2
1

Pearson skewness coefficient SK =
[mean] − [median]

σ

Bowley skewness SB =
(Q3 − Q2) − (Q2 − Q1)

Q3 − Q1
=

Q1 − 2Q2 + Q3

Q3 − Q1

where µn denotes the nth central moment and Qn the nth quartile. These

measures are shown for data simulated from four increasingly skewed distri-

butions in figure 5.6.

It was decided to use γ1 here, because it is a linear function of the third

moment, µ3, as is the unknown
∑

i πiα
3
i . The third central moment of the

trait is given by
∑

ij

πiπj(µij − µ)3 = 2
∑

i

πiα
3
i

so the Fisher skewness is

γ1 =
2

∑

i πiα
3
i

σ3
a

.

All unknowns can now be expressed in terms of µ, σ2
a and γ1 and we can

parameterise using γ1 and λS , giving, for example,

λS,S =
−4 + 6λS + γ1(λS − 1)

√

2(λS − 1)

2λS

µ does not appear in the above expression because it has cancelled, and

this also applies for all λR1,R2 considered. We are thus left with just two

free parameters: λS and γ1.

5.4.2 Diallelic model

A trait described by a diallelic model can have three distinct genetic types,

and so has four independent parameters: the frequency of the disease-related
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Figure 5.6: Examples of different measures of skewness for simulated data from four
distributions
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allele, p, and three trait means

µ11 = µ + 2α1 + δ11

µ12 = µ + α1 + α2 + δ12

µ22 = µ + 2α2 + δ22.

These equations may be solved subject to the restrictions (5.2)– (5.4) to give

µ = p2µ11 + 2p(1 − p)µ12 + (1 − p)2µ22

α1 = (1 − p)(pµ11 + (1 − 2p)µ12 − (1 − p)µ22)

α2 = p(−pµ11 − (1 − 2p)µ12 + (1 − p)µ22)

δ11 = (1 − p)2(µ11 − 2µ12 + µ22)

δ12 = −p(1 − p)(µ11 − 2µ12 + µ22)

δ22 = p2(µ11 − 2µ12 + µ22)

which allows all the unknown quantities listed at the start of this section to

be expressed in terms of µ11, µ12, µ22 and p. We may reduce the number

of parameters further by considering three specific diallelic models which fix

µ12 in terms of µ11 and µ22: dominant (µ12 = µ11), co-dominant (µ12 =

(µ11 + µ22)/2) and recessive (µ12 = µ22). We then express µ11 and µ22 in

terms of λS and µ so that λR1,R2 is then a function of µ, λS and p, giving,

for example,

λS,S =
(2p − 1)(λS − 1)

√

(λS − 1)p(1 − p) + 2(3λS − 2)p(1 − p)

2p(1 − p)λS

under a codominant model. Again, µ has cancelled and we are left with two

free parameters: λS and p.

5.4.3 Results

Plots of the second degree λR,R are shown for four relative trios in figure 5.7

under the NDV model and in figure 5.8 under diallelic models.

As might be expected, under both the NDV and diallelic models, risk

of disease in any person with two affected relatives increases with λS . Note

that if we had not investigated the bounds on λS , we would find λS,S to

actually be less than λS for λS > 2.5 and an unskewed distribution (γ1 = 0)
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(d) γ1 = 10

Figure 5.7: Second degree λR,Rs under the no dominance variance model
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(a) dominant; p = 0.005
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(b) dominant; p = 0.01
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(c) co-dominant; p = 0.005
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(d) co-dominant; p = 0.01
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(e) recessive; p = 0.005
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(f) recessive; p = 0.01

Figure 5.8: Second degree λR,Rs under diallelic models
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under the NDV model. This would be very surprising if true, because we

would expect a person’s risk of disease given they have two affected siblings

to be at least as great as if they had one affected sibling.

In fact, we showed in section 5.3.1 that λS ≤ 5/4 for a zero skew dial-

lelic model and that this limit is likely to also hold for multiallelic models.

Assuming it does, it would be impossible that λS > 2.5 when γ1 = 0, in-

dicating that this apparently unexpected result is due to λS exceeding its

upper bound. Similarly for γ1 = 2, λS < 3.5.

Generally, under the NDV model, λR1,R2 increases more rapidly as γ1

increases, indicating that the more skewed the distribution of the genetic

trait (or the greater the difference in risk between genetically susceptible

and non-susceptible individuals), the more disease is likely to cluster in

families.

Although λR1,R2 increases more rapidly under the dominant model than

under the co-dominant model, there is only a very small difference for fixed

p. This is because the disease-related allele has been assumed to be rare

(p = 0.01 or p = 0.005) so the homozygote will be extremely rare (frequency

p2). This means the model is dominated by the relationship between the

heterozygote (frequency p(1−p)) and homozygote disease-resistant genotype

(frequency (1 − p)2). Under the dominant and codominant diallelic models

and the NDV model, the following order holds for valid ranges of λS :

λS,S > λS|S,H > λH,H > λH|S,S > λC,C

Under the recessive model however, we find λS,S increases extremely

rapidly with respect to λS (for example, when p = 0.005, λS,S = 9 while

λS < 1.5). λS|S,H increases at a similar rate to that under the dominant

models over the range of λS considered here, but the curve is now concave,

as oppose to convex, so this increase will be more dramatic for large λS .

The curves for λH,H and λC,C are almost flat since these trios share only

one ancestor which makes it unlikely all three will inherit two copies of a

rare disease allele. λH|S,S is slightly higher, but only reaches 2.5 at λS = 5.

Risch (1990a,b,c) showed that λR could be expressed simply as a function

of the mean and variance of the genetic trait. This work has shown that λR,R

(and so the aggregation of disease among relative trios) depends on further

parameters. While this makes prediction of how disease may aggregate
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more complicated with simplified models, it does imply that relative trios

(and above) may offer more power to discriminate between different genetic

models than relative pairs.

5.5 Power to detect linkage

5.5.1 Using relative pairs

Risch (1987) showed that the probability an affected relative pair of type R

will share i alleles IBD at a trait locus, zRi, can be written in terms of λR

values and is given by

zR0 = αR0/λR

zR1 = αR1λO/λR

zR2 = αR2λM/λR

where αRi is the null probability of sharing i alleles IBD.

Risch (1990b) later examined the power of affected relative pairs in non-

parametric linkage analysis using a maximum lod score statistic

T = n0 log10

(

n0

NαR0

)

+ (N − n0) log10

(

N − n0

N − NαR0

)

where n0 is the number of N affected relative pairs sharing 0 alleles IBD.

The power to detect linkage using T can be shown to be a function of λR

and θ (the recombination fraction between marker and disease loci). Under

a single gene or additive multilocus model,

λ1 − 1 = 2(λ2 − 1) = 4(λ3 − 1).

If, further, there is NDV, λS = λ1 and the power to detect linkage is a

function of λ1 and θ alone. Generally, higher degree relative pairs provide

more power to detect linkage than lower degree pairs, but bigger differences

between different relative pairs are found when θ > 0. In this case, distant

relatives are not automatically preferred to close ones because there are more

opportunities for crossing-over between marker and trait locus. Distinctions

also appear between different relative pairs of the same degree. For example,

when θ = 0.05, grandparent-grandchild pairs have greatest power when
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λS(= λO) < 4 and first cousins are preferred for larger λS , while when

θ = 0.1, grandparent-grandchild pairs are always more powerful than first

cousins.

5.5.2 Using relative trios

A similar approach can be applied to relative trios. Suppose N relative sets

of type R are observed, ni of whom are in state φi, i = 1, . . . , NR. Under

the null, the ni follow a multinomial distribution with probabilities P (φi|R).

Like Risch, we can use a likelihood ratio to test for departure from the null

distribution.

Λ =

∏

i(ni/N)n

∏

i P (φi|R)n

is a likelihood ratio and log10 Λ is a lod score, so a criterion of the form

log10 Λ > K can be used to test for linkage.

The simplest case to consider is half siblings, as there are only two pos-

sible identity states for half sibling pairs or trios.

No recombination between marker and trait loci

Initially, set θ = 0 to simplify matters. For affected half sibling (HS) pairs,

we have (from (5.15)– (5.6))

P (S8) = ps =
2µ2 + σ2

a

4µ2 + σ2
a

P (S9) = 1 − ps =
2µ2

4µ2 + σ2
a

and for affected HS trios, we have (from (5.15), (5.7)–(5.14) and table 5.1(b))

P (T5) = pt =
µ3 + 3µσ2

a/2 +
∑

α3
i π

4µ3 + 3µσ2
a +

∑

α3
i π

P (T2) = 1 − pt =
3µ3 + 3µσ2

a/2

4µ3 + 3µσ2
a +

∑

α3
i π

.

Suppose we observe N affected HS pairs or trios, n of whom are in

identity state φ1 (and N − n in state φ2). Under the null, n has a binomial

distribution

n ∼ B (N, P (φ1)) .
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The power to detect linkage can be determined by finding the number

n′ such that when n ≥ n′, log10 Λ > K and calculating the probability that

a realization from a B(N, P (φ1|Y )) distribution exceeds n′. This will be a

function of µ, σ2
a and

∑

i α
3
i πi.

Allowing for recombination between marker and trait loci

The above work assumes that we can measure IBD sharing at the trait locus,

either because there is no recombination between the trait and marker loci or

because we are typing the trait locus directly. This is obviously unrealistic.

Risch showed how his method could be extended to allow for recombination

between marker and trait. We use the same strategy here, described below

in terms of identity state distributions.

Let φ
(t)
1 and φ

(m)
1 denote the events that the HS pairs or trios are in

identity state T5 or S8 at the trait and marker locus, respectively, and let

θ denote the recombination fraction between the two. We showed above

that the power to detect linkage was the probability that an observation

from a B(N, P (φ
(t)
1 |Y )) distribution exceeded n′, where n′ was chosen such

that log +10Λ > 3 for n ≥ n′. The same method applies if we allow for

recombination, but, since we observe marker and not trait genotypes, we

must use P (φ
(m)
1 |Y ) in place of P (φ

(t)
1 |y). We can use Bayes theorem to

write

P (φ
(m)
1 |Y ) =

P (Y |φ(m)
1 )P (φ

(m)
1 )

P (Y )

=
P (φ

(m)
1 )

P (Y )

2
∑

i=1

P (Y |φ(t)
i )P (φ

(t)
i |φ(m)

1 ).

The only unknown in the above expression is P (φ
(t)
i |φ(m)

1 ). This can be

found by considering the number of recombinations between the loci for

φ
(m)
1 that would lead to state φ

(t)
i , and the probabilities are given in table

5.6.

As above, we reparamaterise the problem using λS and γ1. However,

this introduces another parameter σ2
d. This can be dealt with either by

setting σ2
d = 0 (ie applying the NDV assumption again) or by considering

diallelic models. Under either assumption, µ cancels, and the power will be

a function of λS and γ1.
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Identity state at marker locus

S
(m)
8 S

(m)
9

P (S
(t)
8 ) θ2 + (1 − θ)2 2θ(1 − θ)

P (S
(t)
9 ) 2θ(1 − θ) θ2 + (1 − θ)2

(a) HS pairs

Identity state at marker locus

T
(m)
2 T

(m)
5

P (T
(t)
2 ) 1 − θ + θ2 3θ(1 − θ)

P (T
(t)
5 ) θ(1 − θ) 1 − 3θ(1 − θ)

(b) HS trios

Table 5.6: Probability of identity state at the trait locus conditional on identity
state at the marker locus

5.5.3 Results

It was decided to examine power to detect linkage using the criterion log10 Λ >

3 and 60, 120 or 180 pairs of half siblings (HS). To keep the number of peo-

ple required for genotyping comparable, power was examined for 40, 80 or

120 HS trios. For these numbers of HS pairs and trios, the threshold for

declaring significant linkage is

n′ =



















45 N = 60

81 N = 120

115 N = 180

(pairs) or



















22 N = 40

36 N = 80

49 N = 120

(trios)

Asymptotic significance levels are not easy to calculate algebraically

given the form of Λ. They have been calculated numerically (using a normal

approximation to the binomial distribution) for N ≤ 1, 000, 000 and tend

towards 10−4 for both pairs and trios (see figure 5.9). However, for smaller

N , significance levels may vary from this asymptotic value and so exact sig-

nificance levels for the above thresholds have been calculated and found to
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Figure 5.9: Asymptotic significance levels for log10 Λ = 3 threshold
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be

α =



















6.7 × 10−5 N = 60

7.9 × 10−5 N = 120

1.2 × 10−4 N = 180

(pairs) or



















5.9 × 10−5 N = 40

7.9 × 10−5 N = 80

1.1 × 10−4 N = 120

(trios)

No recombination between marker and trait loci

Under the idealised situation of no recombination between marker and trait

loci, the power to detect linkage using relative pairs is a function of λS

alone, and a function of λS and γ1 for trios. Power calculated under the

NDV model is presented for γ1 = 0, 2, 10 and λS varying from 1 to 5 in

figure 5.10. The results for dominant and co-dominant diallelic models are

shown in figure 5.11. The results for the recessive model are not shown as

the power to detect linkage under this model was, as might be expected,

extremely low, since half siblings cannot share two alleles IBD.

Half sibling (HS) trios generally provide more power to detect linkage

than pairs, and the increase in power can be substantial. For example, with

only 60 HS pairs, we have 80% power to detect a gene responsible for a

λS of nearly 4. But genotyping the same number of individuals (40 HS

trios) provides 80% power to detect a gene responsible for a λS of under 2

under a model with NDV and some positive skew (γ1 = 2) or even a gene

responsible for a λS of under 1.5 under a diallelic model with a moderately

rare disease-related allele (p < 0.05).

As before, results for the diallelic dominant and co-dominant models are

very similar. The increase in power available by using HS trios under these

models is substantially higher than under the NDV model, particularly when

the disease-related allele is rare. However, the difference in power falls as the

disease-related allele becomes more common. This is because as the allele

becomes more common, so the chance that affected half siblings inherit it

independently increases. Theoretically, HS trios actually provide less power

when p and λS are both large enough (eg p > 0.7 and λS > 2), but as

shown earlier, there is an upper limit on λS and when p = 0.7, this limit is

λS < 1.04 under the dominant model and λS < 1.1 under the co-dominant

model. This means that under all parameter values which are valid for

diallelic single-locus models, HS trios are more powerful than HS pairs in a

linkage study.



5. Aggregation of disease among relative trios 157

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  1.5  2  2.5  3  3.5  4  4.5  5

po
w

er

λS

(a) 60 half sibling pairs or 40 half
sibling trios

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  1.5  2  2.5  3  3.5  4  4.5  5

po
w

er

λS

(b) 120 half sibling pairs or 80 half
sibling trios

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  1.5  2  2.5  3  3.5  4  4.5  5

po
w

er

λS

HS trios,  γ =10
HS trios,  γ =4
HS trios,  γ =2

HS pairs

(c) 180 half sibling pairs or 120 half
sibling trios

Figure 5.10: Power to detect linkage using half sibling pairs and trios: no dominance
variance model
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Allowing for recombination between marker and trait loci

Consider recombination fractions θ = 0, 0.05, 0.1. Currently, genome screens

are generally conducted with a marker spacing of at most 10cM and so we

would expect the trait locus to be within a recombination fraction of 0.05

of some marker. To save space, only selected results are presented here.

The results are presented for 40 trios/60 pairs and 120 pairs/180 trios for

γ = 2 and γ = 10 under the NDV model (figures 5.12 and 5.13) and for

p = 0.001, 0.05 under the diallelic codominant model (figures 5.14 and 5.15).

(Results under the diallelic dominant model are almost identical).

Although power decreases when we we allow recombination between the

trait and marker locus, trios remain more powerful than pairs. This decrease

in power is reasonably small when the disease-related allele is rare (in the

diallelic case) or the genetic distribution has strong skew (γ = 10 under

the NDV distribution), but can be quite substantial when the allele is more

common or the distribution less skewed. This decrease in power also has

less effect when more pairs or trios are included in the analysis.

A useful alternative when comparing power is to compare not how much

power is available for N pairs/trios, but how many pairs/trios are required

to reach a given level of power. The power to detect linkage for increasing N

(the number of pairs/trios) and fixed λS under NDV and codominant models

is shown in figure 5.16 and the number of pairs/trios required to reach 50%,

80% and 90% power are given in table 5.7. There are fewer affected trios

required to reach the same levels of power as pairs, particularly when λS is

small. For example, only 37 trios are required to reach 80% power under

an NDV model with strong skew (γ1 = 10) compared to over 500 pairs

when λS = 1.5. When λS = 5, however, only 15 trios are needed compared

with 44. Again, these numbers are calculated under the idealised situation

of no recombination between marker and trait and complete IBD sharing

information. Still, they illustrate the dramatic increase in power available

when λS is small.

5.6 Discussion

Patterns of disease aggregation among unaffected relative pairs have long

been studied in order to answer questions such as ‘what is the probability

one individual is of a certain type given the type of another related individ-
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or 80 trios
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Figure 5.11: Power to detect linkage using half sibling pairs and trios: diallelic
dominant and co-dominant models
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(e) NDV, λS = 5
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(f) Codominant, λS = 5

Figure 5.16: Power to detect linkage using half sibling pairs and trios by number
of pairs/trios. There are no entries for λS = 5 for the NDV model,
γ1 = 2 because λS is limited by 3.5 at this γ1
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Model Power
50% 80% 90%

λS 1.5 2 5 1.5 2 5 1.5 2 5

trios
NDV, γ = 2 79 45 – 124 56 – 152 70 –
NDV, γ = 4 51 27 15 73 39 19 87 45 20
NDV, γ = 10 27 17 11 37 22 13 45 26 15
codom, p = 0.01 36 20 11 50 27 15 53 32 17

pairs
- 336 118 33 > 500 180 44 > 500 212 51

Table 5.7: Number of HS pairs and trios required to reach 50%, 80% and 90%
power. There are no entries for λS = 5 for the NDV model, γ1 = 2
because λS is limited by 3.5 at this γ1

ual?’ (Karigl, 1982). Distributions of identity states for multiple unaffected

relatives were examined by Thompson (1974) who proposed an algorithm

based on equivalence classes for calculating the distribution among relatives.

Whittemore and Halpern (1994b) extended this method, developing an algo-

rithm which used peeling to calculated the probability of any identity state

for a general pedigree. They also explored calculation of the probability of

phenotype vectors for relative sets by conditioning on genotype.

In order to study the aggregation of disease among relatives and how

the identity distribution varies from the null at loci linked to disease a ge-

netic model is required to describe the relationship between genotype and

disease. We have expressed this model in terms of parameters from genetic

components of variance and the distribution of disease among relatives has

been calculated by conditioning on identity states. We have considered only

single-locus models, but extension to multilocus models along the lines out-

lined by Risch (1990a) would be possible.

Recurrence risk ratios (λR and λR1,R2) were used to summarise the ag-

gregation of the disease phenotype among relatives. While λS depends only

on three genetic parameters (the mean, additive and dominance variance

of the trait), λR1,R2 depends on many more. This also emphasises the po-

tential of using relative trios to discriminate between genetic models that

would be indistinguishable using only pairs, in particular, those parameters

that depend on the third moment. Because of this, however, we restricted

attention to two special case models.



5. Aggregation of disease among relative trios 166

As noted by Rybicki and Elston (2000) and Schliekelman and Slatkin

(2002), not all values of λS are consistent with all genetic models. Two

special case models were used in this chapter and their implications for the

valid range of λS was explored in section 5.3. The diallelic models allowed λS

to cover a wide range when the disease related allele was not very common,

which is a reasonable assumption.

However, under the NDV model, λS was restricted by the skew of the

genetic trait, with λS < 1.25, 1.9, 3.5, 5.75 for γ1 = 0, 1, 2, 3 respectively. It

is only when γ1 ≥ 4 that extended ranges for λS are possible. Figure 5.6 uses

familiar distributions to help interpret the magnitude of γ1. To allow even

relatively moderate ranges for λS (eg λS ∈ [1, 5]) under the NDV model,

then, we are implicitly requiring that the distribution of the genetic trait be

very strongly skewed.

In particular, a zero-skew model with NDV is unlikely to be plausible for

any trait for which the genetic effect is strong enough to detect since this

more restricts λS < 5/4 and this limit is only attained for large genotype

relative risks (see figure 5.5).

5.6.1 Ambiguous identity state

The results in this chapter regarding power show that under single-locus

models, HS trios are likely to provide substantially more power in a linkage

analysis than HS pairs. Note, however, that this work assumed IBD status

could be unambiguously determined. In practice, markers are not completely

polymorphic and there will be an amount of uncertainty about IBD sharing.

This uncertainty can be reduced by the use of multipoint methods and by

typing additional relatives. While for HS pairs three parents need to be

typed, an HS trio has four parents. This increases the number of people

to be typed , but HS trios will be more economical than pairs: 40 HS trios

contain a total of 280 individuals while 60 HS pairs contain 300 individuals if

all parents are available. Note that while typing parents will help resolve IBD

status, for half siblings, who will share at most one allele IBD at any locus,

typing at least the common parent will be particularly useful for resolving

mispaternities. However, it has been shown that typing only affecteds in the

first stage of a two-stage genome screen is a more efficient strategy (Holmans

and Craddock, 1997) and this is likely to hold for HS too, if markers are

sufficiently closely spaced that mispaternities may be detected.
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5.6.2 Multilocus models

This chapter has focused on single-locus models. For multilocus models,

additional parameters must be introduced to describe the manner in which

genetic effects at different loci contribute to the overall genetic risk of disease.

Risch (1990a) showed that the overall results under multilocus models were

similar to single locus models, in terms of whether a particular relative pair

offered more or less power than another to detect linkage, although the

magnitude of that power differed. It is likely that this would apply to trios

also, but further work would be needed to confirm this.

5.6.3 Relationship to other IBD scoring methods

The work in this chapter has compared the power to detect linkage using

a likelihood ratio test for half sib pairs and trios. Half siblings pairs and

trios can be in only one of two possible identity states and so were chosen

to simplify computation of power. The statistic used would work equally

well for relatives who could be in more than two identity states, assuming

identity states could be identified from marker data. However, exact power

calculations would be less straightforward because we would be dealing with

multinomial distributions although they would still be possible to calculate

numerically using simulation.

The IBD scoring tests proposed by Whittemore and Halpern (1994a)

assign a score to each identity state and test whether the sum of scores over

relatives differs from that expected using the statistic

T =
T − E(T )

[V (T )]1/2

where T is the sum of scores and E(T ) and V (T ) its mean and variance.

T can also be the calculated as the mean score conditional on observed

IBD sharing among relatives, allowing the data to be used which do not

completely determine the identity distribution.

In cases when IBD sharing can be unambiguously determined, and for

relative sets with only two possible identity states, the test used in this

chapter is equivalent to any IBD scoring test since both can be considered

functions of the number of sets in a particular identity state. For other

relatives, even when IBD sharing is unambiguous, the two tests will not be
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equivalent, because the test used in this chapter uses a likelihood ratio test

to compare the observed sharing with that expected under a multinomial

model while the IBD scoring test assigns a numerical value (‘score’) to each

identity state allowing the data to be combined over different relatives. The

multinomial test used here was chosen to provide an exact test under the

theoretical case of complete identity state information to allow us to compare

the relative power of different relatives in a linkage test as a function of the

parameters of the genetic model. The IBD scoring test, though, is obviously

more suitable to real data, although power under this test will also depend

on the score chosen.

5.6.4 Framework for analysis of mixed datasets

Any dataset collected is likely to contain a mixture of different relative sets

and no suggestions have been made in this chapter regarding how such

data might be analysed. The Whittemore and Halpern IBD scoring method

generalises easily to datasets containing different sizes and classes of relative

sets.

The framework used above can also be applied to mixed datasets. Sup-

pose np out of Np pairs and nt out of Nt trios are observed to be in id states

S5 and T8 respectively. Lod scores are additive, so we could just add the lod

scores from the pairs and trios to get an overall lod score, log10 Λ′ where

Λ′ =
∏

R

ΛR

and R indexes the relative types.

5.6.5 Recruitment strategies in linkage studies

Risch (1990b) showed that power to detect linkage could be expressed di-

rectly in terms of λR without any other genetic parameters required, as-

suming IBD status could be unambiguously determined close to the disease

locus. Under these circumstances, more distantly related relative pairs pro-

vide greater power to detect linkage, but that increase in power falls when

markers are widely spaced or are less than fully polymorphic.

The work in section 5.5 showed that, for relative trios, power to detect

linkage cannot be expressed in terms of recurrence risks only and depends
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on the genetic model. Under a recessive model, full siblings provide con-

siderably more power than any other relative type to detect linkage and so

if the underlying model is believed to be recessive, recruitment should be

targeted towards affected full siblings. Again, larger sibships are likely to

be preferred.

In the case where the genetic model is not recessive, Risch (1990b)

showed that affected relative pairs of higher degree can provide more power

than siblings and the work in this chapter suggests that a strategy of recruit-

ing affected HS trios would be more efficient than HS pairs or sib pairs. One

could also argue that paternal half siblings from Karonga in particular offer

a further advantage over full siblings when considering an infectious disease

such as leprosy. As described in chapter 2, transmission is favoured by close

and prolonged contact with an infected individual. In Malawi, households

where the head of household has more than one wife tend to be arranged

so that, within the household, children share a dwelling with their mother.

This means half siblings are less likely than full siblings to share exposure.

This is likely to be similar in other populations, since children will often stay

with their mothers after parents split.

While recruitment of HS trios may be difficult in Western populations,

among Malawian society it is common for men and women to have children

by more than one partner. The number of men and women recorded by

the KPS database to have had children with one or more partners is shown

in table 5.8. Despite this, recruitment of affected half sibling trios may

still not be feasible. Only 11 affected half sibling trios could be identified

from the database and there are considerably fewer affected half sibling than

full sibling pairs (99 vs 207) despite the number of (non-independent) half

and full sibling pairs overall being of similar magnitude (∼ 171, 000 and

∼ 226, 000 respectively). This difference is likely to reflect the aggregation

of disease among closer relatives due to shared environmental and genetic

factors.

We have not examined what increase in power might result from using

other relative trios in preference to pairs, but it is likely that trios will

provide more power than pairs generally. This could be examined using the

theory above, but multinomial probabilities for the identity states make it

computationally more complex. For this reason it is not clear whether half

trios should be preferred over full sibling trios as half sibling pairs are over
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Number of different co-parents Freq Relative Freq Cumulative Freq

(Female co-parents per man)
1 29,269 66.19 66.19
2 9,663 21.85 88.05
3 3,420 7.73 95.78
4 1,166 2.63 98.42
5 438 0.99 99.41
6 148 0.33 99.75
7 53 0.11 99.87
8 30 0.06 99.93
9+ 27 0.06 100.00

Total 44,214 100.00 100.00

(Male co-parents per woman)
1 47,361 83.83 83.83
2 7,569 13.39 97.23
3 1,315 2.32 99.56
4 205 0.36 99.92
5 36 0.06 99.98
6 6 0.01 100.00

Total 56,492 100.00 100.00

Table 5.8: Frequency table for the number of different co-parents for fathers and
mothers

Frequency

Sibship size Full siblings Half siblings

2 165 118
3 18 11
4 2 0
5 1 0

Table 5.9: Frequency table for affected full- and half-sibships
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full sibling pairs (Risch, 1990b).

Unless a method of analysis has been chosen which depends on the ASP

design, it is recommended that HS pairs and above be recruited along with

full sibling pairs and above for use in linkage studies. A design such as this

has the additional advantage that if mispaternities are detected among full

sibling recruits at genotyping, they may still be used in the analysis as half

siblings. Recruitment of other relatives may be less straightforward, but,

if available, multiplex pedigrees are likely to provide the greatest power in

linkage studies.

5.7 Summary

The results this chapter demonstrate convincingly that larger affected rela-

tive sets can offer greater power to detect linkage than smaller ones, partic-

ularly when the genetic effect is small (as measured by λS). However, larger

relative sets are likely to occur less frequently than smaller sets (as indi-

cated by the availability of affected HS pairs and trios discussed in section

5.6.5). Therefore the degree to which this consideration should influence the

recruitment of affected relatives for use in linkage studies needs further work

before it is clear whether specific targetting of larger relative sets would be

worthwhile given the extra effort that would be required to ascertain them.



CHAPTER 6.

LINKAGE ANALYSIS STUDY OF LEPROSY

6.1 Introduction

Of the three main aims introduced in section 1.1, the third was to examine

whether positive results from genetic studies of leprosy in other populations

could be replicated in the Karonga population. Recall from figure 2.4 that

a person’s genes may affect immune response and determine whether he or

she develops clinical disease and/or the type of leprosy that may develop

once infection has taken hold. This chapter describes the analysis of data

from the KPS in a partial genome screen to test for linkage to leprosy per

se and also to the type of leprosy among diagnosed cases.

The strategy for the scan is discussed in section 6.2; the rationale for the

choice of selected chromosome regions under study and description of the

data and methods used are presented in section 6.3 and preliminary results

are reported in section 6.4. Some discussion of the methods used is given

in section 6.5; a full discussion of these results, particularly in relation in

published studies is made in chapter 7.

6.2 Strategy

As discussed in section 2.4.8, genotyping all available individuals across all

regions of chromosome is not the most efficient strategy when conducting

a genome screen. Within the KPS, blood for genotyping has already been

collected from multiplex families as described in section 3.1. In this project,

attention has been restricted to those families which included two or more

affected members from whom blood has been collected and stored so that

extraction of genotypic data was possible.

The data comprised nuclear families and extended pedigrees, and al-

though initial ascertainment of families was based on affected sibling pairs,
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many pedigrees did not contain an affected sibling pair with blood collected,

since some individuals could not be bled, as described in section 3.1.

It was decided to perform a two-stage genome screen as follows.

Stage I Screen selected chromosome regions among nuclear families contain-

ing an affected sibships using a coarse marker map with marker spacing

about 7–10cM.

Stage II Identify regions that show potential linkage (MLS > 1) and reanal-

yse using a finer marker map and all nuclear families and extended

pedigrees.

Most recommendations for efficient strategies (e.g. Holmans and Clayton,

1995) suggest that typing parents or unaffected siblings in the first stage of

a genome scan using nuclear families is less efficient than typing additional

affected sibling pairs. However, in this project, ascertaining additional af-

fected siblings was not an option and only a relatively small number of

nuclear families (91) were available. Also, it was not known how much

misreporting of paternity there might be in this population. Parents (or

unaffected siblings) provide additional information not only to help resolve

IBD sharing but also to confirm paternity and it was decided to type par-

ents when available. When unaffected siblings were available but one or

both parents were not, it was decided to type one or two unaffected siblings

respectively.

In the second stage, a particular issue which needed to be addressed is the

choice of which members of the extended pedigrees should be typed. Part

of an efficient strategy is to ensure individuals are not typed unnecessarily

while maintaining power. It was decided that all available affected members

should be typed in order to maximise power, but, while typing all unaffected

members is unlikely to be optimal, it was not clear what the most efficient

strategy was for their selection.

Unaffected relatives have unknown phenotype: we cannot assume some-

one is not susceptible to leprosy simply because they do not show clinical

signs of disease. They may be infected, but have yet to develop disease,

or they may not have been exposed. Therefore, whichever method of link-

age analysis is used, unaffected members will not contribute directly to the

statistic used to detect linkage, but can provide information that helps to
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infer the IBD sharing configuration more accurately within the set of affect-

eds.

Simulation was used to compare the expected information about IBD

sharing under different selection strategies, and to select unaffected pedigree

members for genotyping on the basis of these results. The development of

the method used is discussed further in section 6.3.4.

6.3 Data and methods

6.3.1 Genotyping and choice of regions for genome screen

Genotyping was carried out by Drs Jodene Fitness and Branwen Hennig in

Professor Adrian Hill’s laboratory at the Wellcome Trust Genome Centre in

Oxford.

145 markers were typed in regions on chromosomes 5, 6, 9, 10, 15, 20,

21 and X (see appendix D), at an average spacing of 7cM. Choice of these

regions was based on evidence described in section 2.7.5. Chromosome 6

contains the MHC region and the 6q25–q27 region recently identified in

a Vietnamese population (Mira et al., 2003). Chromosome 9 contains a

cytokine gene cluster and the markers are in the same panel as markers in

the region of chromosome 10p13, which was shown, together with a region

on chromosome 20p12, to be linked to leprosy in a linkage analysis in South

India. Recent work on susceptibility to TB implicated the X chromosome

in a study in the Gambia (Bellamy et al., 2000) and unpublished work from

the same study found evidence of linkage to chromosome 15. These are both

being included in case they are linked to general mycobacterial susceptibility.

The chromosome 21 region is short, but contains an important cytokine gene

cluster including interferon and IL10 receptors which are very important in

host defence. Genotyping errors and genetic relationships were checked using

pedcheck (O’Connell and Weeks, 1998).

6.3.2 Nuclear family data

The identification of and collection of blood from affected sibships was de-

scribed in section 3.1. A total of 91 affected sibships with blood collected

were identified. Blood had not been collected, however, from all their par-

ents. Where one or both parents were unavailable, one or two unaffected

siblings respectively (if available) were included to help resolve IBD status.
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Family # affected # parents # unaffected Frequency
size sibs sibs

2 2 0 0 10
3 2 1 0 4
3 2 0 1 9
4 2 2 0 15
4 2 1 1 23
4 2 0 2 15

4 3 1 0 1
4 3 0 1 2
5 3 1 1 1

6 4 2 0 2

Number of nuclear families 82
Number of affected sib pairs 100
Number of independent affected sib pairs 90

Table 6.1: Breakdown of affected sibships by size and number of parents and unaf-
fected siblings typed

Examination of the genetic data with the help of pedcheck (O’Connell

and Weeks, 1998) indicated that ten families were likely to contain mispa-

ternities and in one further family genotypic data indicated that one of the

affected siblings was not related to his purported mother or brother. In

two of the mispaternity families, the children appeared to share their father

(though not the father they claimed to share), and were included in the

analysis as if the father were not typed. The other nine (the seven mispa-

ternity families and the one family with an apparently unrelated affected

child) were excluded from this analysis. Although this is a relatively small

sample, this level of misreporting of parents (9/91=0.099%) is comparable

to that in Western populations.

Table 6.1 shows the breakdown of these sibships after exclusions by size

and availability of parents and unaffected siblings. In total, there were 336

individuals to be typed.

6.3.3 Extended pedigree data

Extended pedigrees were identified for analysis according to the following

protocol:



6. Linkage analysis study of leprosy 176

1. identify all affected individuals from whom blood has been collected -

they form the set A

2. for each a ∈ A, identify all a′ ∈ A who are first, second and third

degree relatives of a. Together they form the set Ra. If Ra exactly

equals Rb for a previously identified b, discard Ra

3. identify any sets Ra,Rb which have a non-empty intersection and for

which ra is connected to rb for all ra ∈ Ra; rb ∈ Rb and replace with a

single set Ra ∪Rb

4. for each Ra, construct a pedigree by adding the following:

(a) unaffected first, second and third degree relatives of Ra from

whom blood has been collected

(b) any unbled relatives linking already selected pedigree members

(needed to create a connected pedigree)

185 pedigrees were identified in this way. These included 11 nuclear

families from the sib pair study who had no other affected and bled relatives,

71 larger pedigrees that contained sib pairs from the stage I dataset and 103

extended pedigrees that did not contain affected sibships.

6.3.4 Selection of unaffected pedigree members

As discussed above, simulation methods were used to compare different se-

lection strategies for unaffected pedigree members. For any given pedigree,

we can divide the bled members of a pedigree into a set of affecteds, R,

and a set of unaffecteds, R′. One way to compare different combinations

of unaffected relatives is to compare the expected information about IBD

sharing among R at a locus when simulated data are analysed using the

same set R and with different subsets of R′. This will provide a measure of

expected information under the null hypothesis.

In this section, the construction of such a method and its application to

extended pedigree data from Karonga district is described. Guidelines for

the choice of unaffected members in future studies are discussed in section

6.5.1.
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Measures of Information

Various methods to calculate the expected information for linkage are de-

scribed by Nicolae (1999); the two most commonly used, entropy and vari-

ance of the IBD configuration, are described here. In order to calculate

the expected information, we ideally want to use a per-family measure of

information, Ii, such that the information in a sample of families can be

expressed as a weighted sum, I =
∑

i wiIi
∑

i wi
over each family, i. This al-

lows straightforward calculation of a measure of expected information. The

weights may depend on the shape of the pedigree, but in a sample of (simu-

lated) pedigrees with the same shape and characteristics, wi = wj ∀ i, j and

Ī = 1/n
∑

Ii is the expected per family information.

Entropy The residual uncertainty in a probability distribution can be mea-

sured by its entropy, E = −∑

i Pi log2 Pi where Pi is the probability of the

ith outcome (Shannon, 1984). Kruglyak and Lander (1995) used this defi-

nition to describe the information content of an inheritance distribution at

a locus x by

IE(x) = 1 − E(x)

E0

where E(x) is the entropy of the inheritance distribution and E0 is the

entropy in the absence of genotype data. Note that in this case, the proba-

bility distribution is uniform over all 22n−f equivalence classes of inheritance

vectors, and so E0 = 2n − f bits. When the inheritance vector is known

with probability 1 (eg at a fully informative marker), E = log2 1 = 0, (and

IE = 1) so

0 ≤ IE(x) ≤ 1

and IE(x) approaches 1 as information increases.

Variance of the IBD configuration When IBD scoring methods are used

to detect linkage, the score is averaged over all IBD configurations consis-

tent with observed data, weighted by the probability of these configurations

(given the data). If Z is the IBD configuration at a locus, the variance of Z

is a measure of the certainty with which Z is known - the lower var(Z), the

less uncertainty, and so the more information.
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This leads to a natural definition of information as

IV = 1 − var(Z)

This is equal to 1 if and only if var(Z) = 0 (ie Z is known with certainty),

but is not bounded below so

IV ≤ 1

and, again, IV approaches 1 as information increases.

IE does not depend on the method that will be used to test for linkage.

Often though, it would be preferable to use a measure that is tied to the

testing procedure to be used, and IV describes the information available

under the particular testing procedure. IV has been used in this study

because it is closely tied to the IBD scoring method that will be used in the

linkage analysis.

Method of Simulation

We can use simulation to decide which unaffected pedigree members to in-

clude as follows:

1. choose a ‘template’ pedigree

2. simulate multi-point marker data (unlinked to disease) for a number

copies of this pedigree and designate individuals as affected, unaffected

or unavailable according to the template

3. calculate the mean per-family information, IV , at particular loci using

all affected and different combinations of unaffected pedigree members

4. compare the expected information under each combination

I have chosen to use simulate data along 3 stretches of chromosome, each

with the same marker density (2cM, the minimum marker spacing we expect

to use in the second stage screen) but with differing marker heterozygosity:

0.67, 0.8 and 0.9 (using 3, 5 or 10 equifrequent markers). These values for

the heterozygosity were chosen because they are close to the lowest, average

and highest heterozygosities for the markers which used in the first stage of

the genome screen (see section 6.3.1 and appendix D).
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It was decided to simulate 1,000 copies of each pedigree initially, and

then simulate further copies (in blocks of 1,000) until the standard error of

the mean information, se(ĪV ) was within 1% of ĪV . For larger pedigrees

(≥ 15 bits), where the 1% target was impractical due to computing time, a

2% target was set. A schematic diagram of this method is shown in figure

6.1.

Improving the speed of simulation

The simulation part of this method is very quick. However, for all but the

most simple pedigrees, the number of possible combinations of unaffecteds

can be very large and the analysis of the simulated pedigrees can be very

slow, particularly for larger pedigrees. This can be reduced by choosing

some members to be ‘always typed’ and by assigning the other members

to equivalence classes and including only those combinations that contain

different combinations of classes. It is easiest to define an equivalence class

as used here by means of a simple example.

Consider the pedigree shown in figure 6.2 and note that the mother is

unavailable for genotyping. The father is definitely useful for determining

IBD, so designate him (and the affected siblings) as ‘always typed’. Mem-

bers 5 and 6 are both unaffected siblings. With no information about their

genotype, they may be expected to contribute equally to any linkage anal-

ysis and so are considered equivalent in this context. Thus the combina-

tions that would be typed in this pedigree are {1,3,4}, {1,3,4,5}, {1,3,4,5,6}.
The combination {1,3,4,6} would be discarded because members 5 and 6

are equivalent, ie E(IV ({1, 3, 4, 5})) = E(IV ({1, 3, 4, 6})), and combinations

that did not include the father (such as {3,4,5}) would be discarded because

he should always be typed. This reduces the number of combinations from

eight to three.

For more complicated pedigrees, a further reduction is possible if we

deem some individuals to be ‘not necessary’ when particular others are

typed. Suppose, in the same example, that the mother were available. It

might be realistic to assume that once both parents were typed, no addi-

tional information could be found by typing the unaffected siblings.

Even so, the number of combinations can remain large for pedigrees

with several unaffected members and this slows the program because of

the need to analyse each and every combination; the time this takes rises
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Set different unaffecteds

‘untyped’
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Calculate summary statistics
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I
(2)
VI

(1)
V

NO
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YES

I
(n)
V

Report IV , se(IV ), N ;

se(IV )

IV
< L ∀ i?

Figure 6.1: Schematic diagram of method of simulation. L is determined by pedi-
gree size: L = 1% if pedigree smaller than 15 bits; L = 2% otherwise
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3 4 5 6

1 2

Figure 6.2: Example pedigree: nuclear family containing two affected and two un-
affected siblings, with the mother unavailable for genotyping

exponentially with the number of pedigree members and linearly with the

number of replicates requested.

A program was written to implement this method, which takes each

pedigree in turn and generates the combinations to be typed. It then calls

SIMULATE (Terwilliger et al., 1993) to simulate genotype data and Allegro

(Gudbjartsson et al., 2000) to analyse the data and calculates IV . It repeats

this until se(IV ) is within the required limit for all sets i, reports results and

begins again with the next pedigree.

Template pedigrees

In order to examine the method for selection of unaffected pedigree mem-

bers, and check that results from the program were sensible (as a means

of program testing), two simple ‘template pedigrees’ were chosen (shown

in figure 6.3), containing an affected full- and half-sibling pair and other

unaffected members. The results from these pedigrees will provide a useful

reference for analysing the extended pedigrees from the KPS since many of

these pedigrees consist of an affected full or half sibling pair and unaffected

relatives.

In addition to the three simulated stretches of chromosome that will be

used for the extended pedigrees, we will use a further three stretches in the

template pedigrees with the same heterozygosities, but a coarser marker

spacing of 7cM (the average marker spacing used in the first stage of the

screen).

Only the affected members were designated ‘always typed’, and the un-
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affected members were assigned to equivalence classes - these are also shown

in figure 6.3.

3 4 5 6 7 8

1 2

(-) (-) (2) (2) (2) (2)

(1) (1)

(a) Affected sibling pair

6 7
(-) (-)

5 8
(3) (4)

4 9
(3) (4)

12 3
(2)(1) (1)

(b) Affected half sibling pair

Figure 6.3: Template pedigrees used as testing examples for the simulation method.
The first data line contains each individual’s id number, the second the
equivalence class to which they have been assigned (in parentheses)

6.3.5 Analysis of linkage to leprosy per se

Methods of linkage analysis were discussed in section 2.4; model-free meth-

ods will be used here. Although model-based methods are always at least

as powerful as model-free when the true model is known, the latter are

preferred in this project because

• the true model for leprosy susceptibility is not known. We could choose

to test several models as suggested by MacLean et al. (1993), but be-

cause age-specific penetrances are hard to estimate due to the changing
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age distribution of incidence in Karonga and because many other co-

variates have a significant effect, there would have to be very many

models considered. This would in turn lessen power because multiple

testing would have to be accounted for.

• parametric methods consider individuals to be affected, unaffected or

unknown and all whose disease states are known contribute to the

likelihood. In nonparametric methods, unaffected individuals may be

used to infer IBD sharing, but only affected individuals contribute to

the likelihood. This is particularly useful for infectious disease, since

the trait we are trying to model is susceptibility to disease. We know

someone is susceptible if they have disease, but the opposite is not true:

we cannot infer that unaffected people are not susceptible. Therefore

it makes sense to chose a method according to which only those known

to have the trait are included in the likelihood.

Stage I

It was decided to use Risch’s MLS statistic in this analysis. With 82 sib-

ships, we expect to have only fairly low power to detect linkage to a locus

of moderate effect. In chapter 4, λS in this population was estimated to

be around 2. Risch (1990b) showed that power to detect linkage (with a

stringent lod score threshold of 3.0) or regions worth further investigation

(with a less stringent lod score threshold of 1.0) is about 30% and 90% re-

spectively for 100 sibling pairs at this value of λS . Further, it is likely that

the true λS is lower than the estimate of 2 and is not due to the effect of a

single locus, but of multiple loci. Therefore power will be even lower.

With 82 sibships and a low MLS cutoff, we would expect to be able to

detect regions worthy of further investigation, but we will not have power to

detect linkage according to the strict criteria that are required for a genome

wide screen. Nevertheless, this exercise is a useful first stage analysis, be-

cause any areas worth further investigation can be studied in the extended

pedigrees from the same population.

The sibships were analysed using MAPMAKER/SIBS (Kruglyak and

Lander, 1995), within the possible triangle restrictions (Holmans, 1993).

Multiple sibships (of size n) were treated by splitting them into all possible

pairs and weighting by 2/n to account for non-independent observations.
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Analysis was also conducted using the maximum likelihood binomial

(MLB) method (Abel and Müller-Myhsok, 1998; Abel et al., 1998a) - al-

though this method is only suitable for autosomal chromosomes and nuclear

families, the authors claim high power and very accurate type I error rates.

A modified version of genehunter which calculated this test statistic was

used (Laurent Abel, personal communication).

Stage II

Methods for the linkage analysis of extended multiplex pedigrees were dis-

cussed in section 2.4.4. The allele sharing scoring statistics of Whittemore

and Halpern (1994a) were used here, as implemented in Allegro, version

1.1 (Gudbjartsson et al., 2000). The exponential model of Kong and Cox

(1997a) will be used to create lod scores to test the significance of the results.

Both NPLpairs and NPLall will be used, since they are sensitive to different

kinds of variation in IBD sharing among affected relatives - NPLpairs is more

sensitive to dominant inheritance and NPLall to recessive inheritance.

Power will be higher than in stage I, but it is unlikely to be high enough

to detect linkage to genes of moderate effect using the strict criteria required

for genome screens. Rather, results from this stage may be used to further

target regions for future study.

6.3.6 Exclusion mapping

Model-free exclusion mapping was described in section 2.4.6. Briefly, fixing

λS under the assumption of no dominance variance fixes the allele sharing

probabilities, and the likelihood of the observed data given these probabil-

ities can be compared to the likelihood under the hypothesis of no linkage.

If the resulting lod score is under -2, the region is generally ‘excluded’ - ie

there is sufficient evidence against a disease associated gene responsible for

a locus-specific effect of the fixed λS or more.

6.3.7 Analysis of linkage to leprosy type

One method to analyse linkage to leprosy type is subtype analysis, in which

phenotypically defined subgroups of families are analysed separately and the

results compared. This type of analysis can be applied to affected sibpair

data, but is less readily applied to extended family data. Subgroup analysis
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was performed using both the MLS and MLB statistics, with sibpairs cat-

egorised as MB only, PB only or MB/PB. Subdividing a dataset, however,

leads to lower numbers and hence lower power.

An alternative method is available. Holmans (2002) describes a method

for detecting gene-gene or gene-environment interactions, which is a devel-

opment of a methods proposed by Rice et al. (1999). The probability an

affected relative pair share an allele IBD is regressed on the covariate of

interest, which may be IBD sharing at another locus or some other covari-

ate known to affect disease. Let p be the probability an affected relative

pair share the allele they inherit from a given parent or ancestor IBD. Then

the probability a sib pair share 0, 1 or 2 alleles IBD are z0 = (1 − p)2,

z1 = 2p(1 − p), z2 = p2 and the probability any other relative pair share 0,

1 or 2 alleles IBD is z0 = (1 − p), z1 = p, Z2 = 0. We can test for linkage

using

LR =
∑

i

2
∑

j=0

zj f̂ij

fj

where fj and f̂ij are the prior and posterior probabilities (given marker

data respectively) that sib pair i shares j alleles IBD at the locus being

tested. This represents an independence assumption for the IBD status of

the maternal and paternal alleles and so implies that two disease alleles at

the locus act multiplicatively. This assumption can be relaxed, however, by

using robust estimates of standard errors. p can be expressed as a logistic

function conditional on x,

p =
eα+β(x−x)

1 + eα+β(x−x)
,

where x may be the proportion of alleles shared at a locus known to affect

disease (in the case where we want to test for linkage at one locus while

controlling for the effect of another locus or test for interaction between the

two loci) or a covariate known to affect disease. Then

T = 2 log

(

LR(α̂, β̂)

LR(α = 0, β = 0)

)
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is a test of linkage to the locus allowing for interaction with x, and

S = 2 log

(

LR(α̂, β̂)

LR(α̂, β = 0)

)

is a test of interaction between the new locus and x.

The latter test is used in this project to test for linkage to leprosy type

within the nuclear family data. Here x is the pairwise type of leprosy in an

affected sib pair (which is a categorical variable with three levels: MB/MB,

PB/MB and PB/PB) and we use robust estimates of standard errors, allow-

ing for clustering within sibships (as described in section 4.5.3). Hence we

are testing whether the probability that two relatives inherit the same allele

IBD varies according to the pairwise leprosy type. Out of the 83 sibships

in the dataset, there are only two MB/MB pairs - too few to analyse as a

single group. Instead, pairs will be analysed as type-concordant and type-

discordant, with and without the MB/MB pairs. The stata package ibdreg

(Clayton, 2002) will be used to perform the analysis.

6.4 Results

6.4.1 Selection of unaffected members from extended pedigrees

Template pedigrees

The number of simulations required to reach the target se(IV ) < IV /100

was small (4,000 for each template). The size of each pedigree and the

number of simulations required to reach the 1% target is shown in table 6.2.

The expected information for each pedigree and under each combination is

shown in figures 6.4 and 6.5.

Pedigree Size (2n − f) # Simulations # Combinations

(a) Sibling pair 10 4,000 15
(b) Half sibling pair 9 4,000 42

Table 6.2: Size of template pedigrees and maximum number of simulations per
combination required to reach the target se(IV ) < IV /100

The results of the analysis of the template pedigrees are logical and

reasonable, supporting the validity of the method. They lead to simple
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Figure 6.4: Expected information about IBD sharing (I): results from simulations
using the affected sibling pair template pedigree. The expected infor-
mation and 95% confidence interval are shown for each combination of
unaffected members
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Figure 6.5: Expected information about IBD sharing (II): results from simulations
using the affected half-sibling pair template pedigree. The expected
information and 95% confidence interval are shown for each combination
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Members available Selection of unaffected relatives

Affected sibling pair
Both parents both parents, no unaffected siblings
One parent one parent, two unaffected siblings
No parents four unaffected siblings

Affected half sibling pair
All parents parents, no unaffected siblings
CPa; 1 APb parents; 2 unaffected siblings (from missing parent

side)
CP only parent; 3 unaffected siblings
Both APs only parents; 3 unaffected siblings
1 AP only parent; 4 unaffected siblings
no parents 4 unaffected siblings

Table 6.3: Rules for selection of unaffected pedigree members in future linkage stud-
ies: affected sibling and half-sibling pairs. aCP denotes common parent;
bAP denotes alternate (not common) parent

rules for selection of unaffected pedigree members in future studies, shown

in table 6.3 for a coarse (7cM) map with 80% marker heterozygosity.

As might be expected, typing parents provides most information. If all

parents are available, unaffected siblings provide no significant increase in

information, except for half-siblings in the case when a coarse marker map

with low heterozygosities is used, and even then the increase is fairly small.

When one or both parents are not available, the expected information

can be considerably lower, and the number of unaffected siblings required

to replace this lost information is often high, particularly at wider marker

spacing and lower heterozygosity. Consider a genome screen of affected

sibling pairs using a 7cM spaced marker map. If marker heterozygosity is

about the average it was in stage I of our screen (∼ 0.8), then if no parents

are available the expected information would be significantly lower, even

typing four unaffected siblings, than if all were parents available. The effect

is similar though less pronounced when a fine map is used. This emphasises

the potential increase in power that can be provided if parents are typed.
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Extended pedigrees from Karonga data

Ninety extended pedigrees did not need to be simulated to determine the

‘best subset’. This was either because it was clear that all unaffecteds in

a pedigree should be typed, or because the pedigree matched one of the

template pedigrees already studied.

This left 79 pedigrees to be examined using simulation. Their members

fall into three categories:

• affected members;

• unaffected members who clearly belonged in any ‘best subset’ (eg par-

ents of an affected sibling pair);

• unaffected members whose inclusion in any ‘best subset’ was unclear,

hereafter termed spares.

There were a total of 219 spares, and the number per pedigree ranged from

one to seven.

The ‘best subset’ of unaffected pedigrees was chosen according to the

following protocol. For any pedigree, let Ci denote the ith combination

when all n combinations are ranked according to the expected per-family

information (so IV (C1) > IV (C2) > · · · > IV (Cn)) and let #Ci denote the

number of individuals to be typed in combination Ci. Then eliminate those

combinations Cj where IV (Cj) is significantly less than IV (C1) (at the 5%

level). Now pick the subset with the least number of individuals to be typed.

If there is a tie, choose the combination with the highest IV from the set

in the tie. This protocol means the chosen subset will require the least

genotyping while ensuring power is not significantly below the maximum

possible.

After applying this procedure, 110 spares were included in the ‘best

subsets’, and 109 were discarded. The average saving per pedigree, by the

number of spares available, is shown in figure 6.6. A common measure of

pedigree size is 2n− f bits, where n represents the number of non-founders

and f the number of founders in the pedigree. The sizes of pedigrees before

and after spares were discarded are shown in histograms in figure 6.7.
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6.4.2 Linkage to leprosy per se

Stage I

Mega2 (Mukhopadhyay et al., 1999, 2001) was used to prepare data for the

different analyses. The position of the markers used in this first stage anal-

ysis, statistics for each marker including the proportion of individuals suc-

cessfully typed and marker polymorphism are given in appendix D, together

with single-point MLS scores for linkage to leprosy per se. Four markers ex-

ceeded the criteria for suggestive linkage: D21S266 (MLS=1.39), DXS993

(MLS=1.06), DXS1073 (MLS=2.09) and D5S644 (MLS=1.17). Multipoint

MLS and MLB curves are shown in figure 6.8.

The results of the multipoint MLS and MLB analysis are broadly similar.

There are two ‘spikes’ that appear on the MLS results but not the MLB

results: at the beginning of the chromosome 5 region and at the end of

the chromosome 9 regions. In particular, the MLS spike on chromosome

9 reaches 1.1. The MLS also exceeded 1 in a region chromosome Xp11

between marker DXS993 and DXS991. Additionally, both the MLB and



6. Linkage analysis study of leprosy 193

MLS scores approached 1 in two regions on chromosome 10 and at the end

of the chromosome 21 region. Of particular interest was the first of these

peaks on chromosome 10 which coincided with that found in the Indian scan

(Siddiqui et al., 2001).

The high singlepoint score for D5S644 was not supported by the mul-

tipoint analysis and the multipoint MLS peak on chromosome 9 was not

supported by the singlepoint analysis. It was also decided to discount the

very high score at the end of chromosome X (DXS1073), since it was not

supported by any neighbouring markers.

Stage II

It was decided to focus on the regions located on chromosomes 10, 21 and

X which showed suggestive evidence for linkage in the sib pair study and

that markers in these regions should be typed in the extended families. To

date, additional chromosome 21 markers have been typed in both the nuclear

families and extended pedigrees, while additional chromosome 10 markers

have been typed in only the nuclear families and no additional chromosome

X markers have yet been typed.

Chromosome 10 followup

After typing 14 additional chromosome 10 markers around the 10p13 region,

the MLS and MLB scores fell in the 10p13 region (see figure 6.9). In the

Indian study which first implicated the 10p13 region (Siddiqui et al., 2001),

the majority of the cases were PB leprosy and supporting evidence for this

locus was found in the Vietnamese study only among PB cases. It was

decided to analyse PB concordant, MB concordant and discordant sibpairs

from the KPS data separately to examine whether the same pattern was

found in Karonga. The results of these analyses for the initial markers only

and all markers are shown in figure 6.10. There was evidence for linkage

around the 10p13 region among PB concordant pairs only, but after the

stage II markers were typed, this peak localised to the 10p14 region, adjacent

to that identified in the Indian scan.
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Chromosome 21 followup

In the second stage analysis for chromosome 21, 14 additional markers were

typed around and beyond D21S266 in the nuclear families, and all 19 were

typed in the members of the extended families identified for typing as de-

scribed in section 6.4.1. After typing the additional markers in the nuclear

families only, the evidence for linkage appeared to be reinforced. As shown

in figure 6.11, the addition of these markers led to an increased multipoint

MLS peak score of 1.1 to the right of the region first typed.

To analyse the data from the extended pedigrees and nuclear families

together, allele sharing lod scores were calculated using the Sall and Spairs

scoring functions under the exponential model of Kong and Cox (1997b).

The multipoint scores are shown in figure 6.12 and the single point scores

in table 6.4. These results make the evidence for linkage somewhat less

clear. There are single point scores above 1 in the 21q22.2 region (D21S1255,

D21S1893), but these are in a neighbouring region to the multipoint peak in

the nuclear families alone. The multipoint results show very little evidence

for linkage, with a maximum lod of 0.7.
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Marker location (cM) lod score

Sall Spairs

D21S1914 23.0 0.0469 0.0136
D21S263 31.4 0.2387 0.1675
D21S1252 38.7 0.0647 0.0355
D21S267 41.8 0.6770 0.5342
D21S1891 42.4 0.3113 0.4137
D21S1255 42.8 1.3750 1.6429
D21S1893 48.1 1.1179 0.7878
D21S266 49.9 0.5724 0.8876
D21S1906 50.7 0.0531 0.0206
D21S1260 51.6 0.1151 0.2368
D21S1890 57.7 0.2491 0.4211
D21S1885 57.8 0.0009 0.0348
D21S1912 58.3 0.1617 0.2414
D21S1903 58.9 0.0295 0.0909
D21S1897 59.6 0.0513 0.0533
D21S2057 63.5 1.3206 2.0644

Table 6.4: Single point NPL scores for chromosome 21 markers used in the extended
pedigree scan

6.4.3 Exclusion mapping

Exclusion maps are shown in figure 6.13. From the regions typed, 34.49%,

11.50% and 1.38% can be excluded from containing a gene with λS of 1.4,

1.6 or 2.0 respectively. The percent excluded are shown for each region in

table 6.5.

6.4.4 Linkage to leprosy type

Subtype analysis was conducted by dividing the sibpairs (MLS analysis) or

sibships (MLB analysis) into MB concordant, PB concordant and PB/MB

mixed groups and analysing each group in turn. The numbers in each group

are shown in table 6.6. The results of this subtype analysis among sib-

ships (using all marker data including the additional chromosome 10 and 21

markers and described above), are shown in figure 6.14.

In this subtype analysis, there are peaks above 1 on chromosome 10

among PB concordant pairs and on chromosome X among discordant pairs.

The score also approaches 1 on chromosome 15 and at the end of chromosome



6.
L
in

kage
an

aly
sis

stu
d
y

of
lep

rosy
198-4

-3

-2

-1

 0

 1

lo
d 

sc
or

e

5 6 9 10 15 20 21 23
(195cM) (192cM) (154cM) (180cM) (103 cM) (76cM) (41cM) (203cM)

region on chromosome

λS=2
λS=1.6
λS=1.4

F
igu

re
6.13:

R
esu

lts
of

ex
clu

sion
m

ap
p
in

g.
T

h
e

lin
es

sh
ow

th
e

lo
d

scores
for

λ
S

=
2,1.6,1.4.

A
lo

d
score

less
th

an
-2

in
d
icates

th
e

region
can

b
e

ex
clu

d
ed

from
con

tain
in

g
a

gen
e

resp
on

sib
le

for
a

gen
etic

eff
ect

of
at

least
λ

S
.



6. Linkage analysis study of leprosy 199

 0

 1

m
ul

tip
oi

nt
 m

ax
im

um
 lo

d 
sc

or
e 

(M
LS

)

5 6 9 10 15 20 21 23
(195cM) (192cM) (154cM) (180cM) (103 cM) (76cM) (41cM) (203cM)

region on chromosome

PB
MB

MIX

(a) MLS curves

 0

 1

m
ul

tip
oi

nt
 m

ax
im

um
 lo

d 
sc

or
e 

(M
LS

)

5 6 9 10 15 20 21
(195cM) (192cM) (154cM) (180cM) (103 cM) (76cM) (41cM)

region on chromosome

PB
MB

MIX

(b) MLB curves

Figure 6.14: Initial results from stage I: linkage analysis of leprosy among affected
sibships, by leprosy type. Note: the MLB method is not suitable for
the X chromosome



6. Linkage analysis study of leprosy 200

Chromosome Length of region (cM) Percent excluded for λs =

2.0 1.6 1.4

5 206 0.00 0.00 0.00
6 191 28.80 3.66 0.00
9 150 72.00 18.67 0.00
10 172 2.77 0.00 0.00
15 114 50.88 16.67 0.00
21 32 0.00 0.00 0.00
X 289 68.51 30.45 5.88

Total 1175 34.49 11.50 1.38

Table 6.5: Percent of chromosome regions excluded from nonparametric exclusion
mapping

21, also among PB concordant pairs.

The highest MLS was on chromosome X, within discordant sibpairs. In

one of these regions, there is also evidence for linkage among concordant

pairs, as seen by the overall MLS score (figure 6.8). If a gene did play a

role in determining the type of clinical leprosy which develops, one would

expect excess IBD sharing among type concordant pairs and a deficit among

discordant pairs. It is likely, then, that these high MLS scores reflect genetic

influence over susceptibility to leprosy per se or simply random variation

in this relative small sample of 26 type discordant pairs rather than any

underlying genetic effect which determined clinical type of disease.

The results of the analysis of linkage to leprosy type among nuclear

families using the method proposed by Holmans (2002) are shown in figure

6.15. The p values are very similar whether the two MB/MB pairs are

included or excluded. Therefore, to keep power at a maximum, pairwise

trait values were grouped into type-concordant and type-discordant.

Two regions, on chromosomes 10 and 15, have unadjusted p values below

1%. The p value is also low (∼ 0.02) towards the end of chromosome 21,

and this is interesting because it coincides with the region where there was

confusing evidence for linkage to leprosy per se, as described above. The

mean posterior IBD sharing probabilities in these regions are shown in figure

6.16 6.16. In the chromosome 10 and 15 regions, there are an excess of type

concordant pairs sharing two alleles IBD, and an excess of type-discordant

pairs sharing no alleles IBD. In the chromosome 21 region, however, there
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Pairwise leprosy type Total

MB/MB PB/PB MB/PB

# (non-independent) pairs 2 72 26 100
# sibships 2 56 24 82

Table 6.6: Numbers of sibpairs and sibships by leprosy type concordance

is an excess of both type concordant and type-discordant pairs sharing two

alleles IBD, though the proportions deviate from the expected values less

for discordant than concordant pairs. The minimum unadjusted p values in

each region are 0.006 (chromosome 10), 0.009 (chromosome 15) and 0.018

(chromosome 21) which do not reach genome wide significance levels, but

were low enough to be considered worthy of further investigation.

Ten markers in these regions where the p value was below 0.01 (6 on chro-

mosome 10 and 4 on chromosome 15) were typed in the extended pedigree

members (chromosome 21 markers had already been typed in the extended

pedigrees). The number of affected relative pairs in the combined dataset

of extended pedigrees and nuclear families (not including parent-offspring)

is shown by degree and pairwise type in table 6.7. There are only eight

MB/MB pairs, and, given the results from the analysis of nuclear families

alone, it was decided to group these pairs into type concordant and type

discordant.

The (multipoint) mean posterior IBD sharing, by concordance and de-

gree of relationship, is shown in figure 6.17. Again, if a locus affected suscep-

tibility to leprosy type, we would expect excess sharing among concordant

pairs and a deficit among discordant pairs. For chromosome 10, this pattern

is evident, if at all, only among 1st degree relatives (sibpairs). For chromo-

some 15, there is more obvious evidence of this kind of sharing among 1st

degree relatives, but such a pattern is not clear among higher degree pairs.

Towards the end of chromosome 21, however, we find excess IBD sharing

among concordant pairs of all degree while among discordant pairs mean

posterior IBD sharing is either at or below that expected under the null.

The results of the formal analysis are shown in figure 6.18. The evidence

for linkage on chromosome 10 has decreased (minimum multipoint p = 0.03)

but increased very slightly on chromosome 15 (minimum multipoint p =

007). On chromosome 21, the minimum multipoint/singlepoint p values are
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Figure 6.17: Mean posterior IBD sharing among affected relative pairs, by pairwise
concordance and degree of relationship
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Pairwise leprosy type

Degree MB/MB MB/PB PB/PB Total

1 2 47 130 179
2 6 52 124 182
3 0 24 105 129
4 0 10 15 25

Total 8 133 374 515

Table 6.7: Number of affected relative pairs from extended families, by pairwise
leprosy type and degree of relation
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Figure 6.18: Linkage analysis of leprosy type on chromosomes 10, 15 and 21 among
extended pedigrees: concordant vs discordant
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Figure 6.19: Multipoint allele-sharing lod scores for chromosome 21: considering
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0.045/0.0001 (D21S2057).

We can also conduct a subtype analysis on these extended families by

considering just PB cases to be affected and then just MB cases to be af-

fected. Lod scores calculated using the NPL scores under the exponential

model for such an analysis on chromosome 21 are shown in figure 6.19.

Comparison with figure 6.12 shows that the maximum lod scores when PB

and MB cases are considered separately are considerably higher (1.4 and 1.5

respectively) than when all cases are considered together (0.6).

6.5 Discussion

6.5.1 Selection of unaffected members from extended pedigrees

Holmans and Clayton (1995) and Holmans and Craddock (1997) have shown

that the most efficient strategy in the first stage of ASP screens is generally

to type additional affecteds rather unaffecteds. In this project, we could not

recruit any additional affected individuals and needed to maximise power
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in the second stage of a genome screen which involved extended pedigrees.

This was done by selecting those unaffected pedigree members who provided

maximum expected information about IBD sharing among the affected mem-

bers.

The analysis of template pedigrees led to simple rules for selection of

unaffected members, as given in table 6.3. It is not so simple to find general

rules for the more complicated extended pedigrees, but consideration of the

results from the simulations led to some recommendations. Any unaffecteds

who directly ‘link’ affected pedigree members should be typed if available, as

should any common ancestors of the affected members. If both parents of an

affected individual are available, they should be typed. If one or both are not

available, and there are no affected siblings, one or more unaffected siblings

will be useful to help reconstruct the parents’ genotypes. This becomes

less important if grandparents are included (because they are the common

ancestors of this and other affecteds in the pedigree). In the case where there

are no parents or unaffected siblings available, half siblings, then aunts or

uncles may be useful. But they should be considered as a last option. More

distant unaffected relatives are not generally useful.

The ‘best subsets’ chosen using simulation are broadly similar with those

that might be expected to have been chosen without their use. The simula-

tions were useful mainly for the very large pedigrees which contained only

a few unaffected members, when the temptation may have been to type

unnecessary members. In this project, a major motivation was to minimise

genotyping because of cost, whilst maintaining power, and the use of simu-

lation means this target has been met. However, given the time taken to run

the simulations, if time and cost were equal priorities, selecting unaffected

members using reasoning alone would be an equally, if not more suitable

method.

6.5.2 Linkage analysis of leprosy per se and leprosy type

The analysis of nuclear families in stage I of the partial genome screen for

linkage to leprosy per se and leprosy type showed three and two regions

suggestive of linkage respectively.
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Chromosome X

The chromosome X region has yet to be typed in the extended pedigrees and

so only speculative discussion about this region is available at this point. It

is likely that the high MLS score at the end of this region in the analysis of

linkage to leprosy per se is an artifact, but the score of 1.2 in the DXS993–

DXS991 region does appear to be worth further consideration. The MLS

score is even higher (∼ 1.8) among type discordant pairs in this region,

indicating that if this is the result of a real underlying genetic effect, it

would control susceptibility to leprosy per se and not leprosy type.

This peak is not, however, close to that found by Bellamy et al. (2000)

which led to this region being studied (they are ∼ 100CM apart). Still, it is

interesting and worthy of follow-up.

Chromosome 21

In the analysis of nuclear family data, MLS scores were above 1 among nu-

clear families after the additional markers were typed, but the allele sharing

lod scores when extended pedigree data was also included were below 0.7

across the region. Among these extended pedigrees, there were two neigh-

bouring markers with singlepoint lod scores above 1 (D21S1891, D21S1255),

but these did not coincide with the peaks among nuclear families which were

further towards the telomere (D21S1411).

When the nuclear family data was analysed separately by leprosy type,

the MLS and MLB scores were around 1, again in the region of D21S1411

and when the extended pedigree data was also included, allele sharing lod

scores were again above 1 in this region (1.4 for PB cases only, 1.5 for MB).

The IBD regression analysis also indicated that there was some evidence for

linkage to leprosy type (multipoint p = 0.045, singlepoint p = 0.026).

Overall, there is sufficient evidence to deem this region worthy of further

followup among the Karonga population.

Chromosome 10

Initial results from chromosome 10 appeared to agree with the peak at 10p13

identified by Siddiqui et al. (2001). When extra markers were typed in this

region, however, our peak disappeared (see figure 6.9). In the Indian study,

all but two cases were PB and in the recent Vietnamese scan, evidence for
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linkage to this region was found only among PB concordant pairs. When

Karonga sibs were analysed separately by leprosy type, the MLS for PB

concordant pairs was above 1 in the neighbouring 10p14 region.

Since the partial genome screen in this project was initiated a strong

positional candidate has been identified on chromosome 10p13 in the Indian

population studied by (Siddiqui et al., 2001). The gene MRC1 encodes

the macrophage mannose receptor C type 1 and a specific polymorphism

in this gene has been identified to be associated with leprosy susceptibility

in India (Tosh et al, in preparation). The same polymorphism has been

investigated for association in a Malawi leprosy case-control study, however

no evidence of association was found (Fitness et al., in preparation). The

allele associated with leprosy susceptibility in Southern India occurs less

frequently in Northern Malawi (7% vs 44%) and this may explain our failure

to replicate Siddiqui’s results, but it does not explain why we find suggestive

evidence for linkage in a neighbouring region. Note that this region did not

show strong evidence for linkage in IBD regression analysis of linkage to

leprosy type (p > 0.1).

Chromosome 6

Perhaps the most surprising of these results is the lack of evidence for link-

age in the HLA-DR region (chromosome 6p21). Although there has been

no published association between HLA-DR2 and leprosy in the Malawian

population, but it was expected that such an association would exist, given

the number of other populations in which it has been found (see table 2.7.5).

Our study did not exclude linkage in this region, but the exclusion mapping

LOD scores were negative: -1.8, -1.0 and -0.6 for λS = 2, 1.6 and 1.4 re-

spectively. These negative scores indicate evidence against linkage, but we

lacked sufficient power to conclusively exclude this region at the standard

LOD< −2 level. An association between HLA-DR and leprosy has gained

general acceptance, and our negative finding is interesting, especially as di-

agnostic confirmation was so rigorous. Nor did we find evidence to support

a locus in the 6q25–q27 region responsible for a locus-specific λS of over 2

(exclusion mapping lod score -0.57 for λS = 2).
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6.5.3 Power

One use of exclusion mapping is to determine the power in a study. If

positive linkage to a region cannot be determined, but neither can that

region be excluded, the study probably lacks power. In our study, relatively

few regions could be excluded using the data from the sibling pairs only.

Leprosy is a complex disease with a relatively low overall genetic λS in the

Karonga population of the order of 2 (estimated in chapter 4). Even if only

2 loci were responsible for increasing genetic susceptibility to leprosy, their

locus-specific λS would be in the region of 1.4 if they acted multiplicatively

to produce an overall λS of 2. Stage I of our study clearly does not have the

power to detect even that effect.

This is to be expected as there were relatively few (82) sibships available.

If more loci are involved (which is likely), then we can expect any locus-

specific λS to be even lower. Any linkage study into susceptibility to leprosy

must then be much bigger if it is to detect significant linkage. Indeed,

Siddiqui et al. (2001) used 224 families (245 independent sib pairs) in their

study in which they found significant linkage of susceptibility to leprosy per

se to chromosome 10p13, with an estimated locus-specific λS of 1.6.

Power should be increased in stage II of this study, with the addition of

extended pedigrees, but estimating power for the extended pedigrees is not

easy. We could use simulation, but the design is quite complicated (stage I:

type nuclear families; stage II: type extended pedigrees with closely spaced

markers in regions where the MLS from stage I exceeds 1.0). Also, a mode

of inheritance would have to be assumed, but leprosy does not have a known

mode of inheritance.

6.6 Summary

This chapter describes a two-stage partial genome screen scan for linkage

to leprosy per se and leprosy type among families from Karonga. In the

first stage, 82 nuclear families were typed across eight regions on chromo-

somes 5, 6, 9, 10, 15, 20, 21 and X which had been identified in studies of

genetic susceptibility to leprosy or TB in other populations. Three regions

were identified as showing suggestive linkage to leprosy per se and two to

leprosy type. In relation to linkage to leprosy per se, followup of regions of

chromosomes 10 and 21 did not lead to increased evidence for linkage. The
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chromosome X region has yet to be followed up.

In relation to linkage to leprosy type, followup of regions on chromo-

somes 10 and 15 in extended families found the overall evidence for linkage

decreased on chromosome 10 and increased slightly on chromosome 15. Fur-

ther investigation of IBD sharing in these regions showed IBD sharing varied

with leprosy type in siblings only. There was more consistent evidence for

linkage to chromosome 21q22.3, with allele sharing lod scores approaching

1.5 when PB or MB cases were analysed separately and excess IBD shar-

ing among type concordant pairs of up to fourth degree, confirmed by a p

value of 0.045 in the IBD regression analysis. However, neither this nor any

other result came close to the level of statistical significance required for

genome-wide analysis.



CHAPTER 7.

DISCUSSION

Human immune response to infection by M. leprae varies considerably be-

tween individuals. Infection is necessary for, but does not always lead to

disease which itself may be manifested across a spectrum from PB to MB.

This spectrum of clinical disease is due to very different immune responses,

the determinants of which are still not clear. In addition to genetic makeup,

non-genetic factors such as past exposure to other mycobacteria influence

immune response. Studies in several different populations have found evi-

dence that at least one gene in the MHC class II region and other, apparently

population-specific genes or chromosome regions are linked to or associated

with susceptibility to leprosy or to clinical type.

The aims of this project were defined in section 1.1. This chapter sum-

marises the work accomplished to meet those aims and discusses the po-

tential for wider application of the methods developed. The evidence for

genetic susceptibility to leprosy is summarised and, lastly, recommendations

are made for future studies in this area.

7.1 Review of results relating to aims and objectives

7.1.1 Estimation of λR

λR is an important measure of genetic effect, and, as shown by Risch (1990b),

can be used to predict the power to detect linkage using relative pairs.

Familial clustering of disease may be due to shared non-genetic factors as

well as shared genetic factors. Failure to account for non-genetic factors can

lead to biased estimates of λR, which could in turn lead to over-optimistic

expectations for the potential of linkage analysis studies. Thus, calculation

of unbiased estimates of this parameter would be a useful preface to any

linkage analysis to ensure adequate power.

In chapter 4, one method to estimate the excess risk to relatives of cases



7. Discussion 213

after accounting for known non-genetic covariates was proposed. In contrast

to other models used in the study of familial disease, the proposed model

did not depend on the availability of incidence data, but made use of the

present-state data which was available from the KPS.

Risk of leprosy depends on many non-genetic factors, such as age, sex,

BCG vaccination, exposure to environmental mycobacteria, household con-

tact and socio-economic status. Of these, household contact is most likely

to cluster within families, but there is also a tendency for familial clustering

of socio-economic status, environmental mycobacteria exposure and (to a

lesser extent) BCG vaccination. Estimates of λR which do not account for

the effect of these factors may be substantially inflated. We found λS ' 3

and λS ' 2 before and after accounting for known non-genetic risk factors

(although this is likely to be an upper limit for reasons discussed in sec-

tion 4.8.2). This demonstrates the considerable bias that can result when

non-genetic factors are ignored.

The proposed method has potential to be applied to other diseases which

may be subject to both genetic and non-genetic factors. Although we had

the relative luxury of dealing with data from a complete population survey,

the method is not dependent on this and the model can be fitted using

appropriate weights and robust standard errors if the sampling strategy is

well-defined.

7.1.2 Efficient use of extended pedigrees in linkage analysis

Although there has been considerable work on the aggregation of disease

among relative pairs and sibships, there has been little on more general

combinations of affected relatives. Within the pedigrees identified from the

KPS database were many extended multicase pedigrees. The shape and

size of these pedigrees varied considerably, from small nuclear families to

one pedigree of 26 bits which contained 21 members, nine of whom were

affected. It was likely that these larger pedigrees would provide greater

power to detect linkage than the nuclear families alone.



7. Discussion 214

Aggregation of disease in families and implications for design of linkage

analyses

The work presented in chapter 4 explored aggregation of disease among

relative trios by considering the behaviour of the ‘second degree relative

recurrence risk ratio’ under selected single-locus models. It was shown that,

under such models, affected relative trios allow for greater discrimination

between genetic models than affected relative pairs. The dependence of λS

on the genetic model was explored and it was shown that, while it may be

convenient to treat λS as an independent parameter, the valid range of λS

for the genetic model under consideration must be noted if results are to be

interpreted sensibly.

Power to detect linkage under a specific model may be calculated using

the same methods, and this was demonstrated for half siblings. The results

showed that a strategy of recruiting half siblings is likely to be more powerful

than full siblings in a linkage study unless the underlying genetic model

is strongly recessive and that half sibling trios provide substantially more

power than pairs. This result does not directly allow us to decide which

affected members of a pedigree should be included in a linkage analysis.

It does, however, add weight to the argument that larger sets of affected

relatives will offer more power than relative pairs in linkage analysis.

In this project, because of the limited number of pedigrees available, it

was decided that the best approach would be to include all pedigrees which

contained at least two affected members.

Sampling strategies for unaffected pedigree members

Once it has been decided that particular affected individuals will be typed

in a linkage study, additional unaffected relatives may also be typed for two

reasons:

1. to confirm reported genetic relationships (eg typing parents of an af-

fected sibling pair can be useful for determining mispaternities);

2. to help resolve IBD sharing among affected members.

The choice of unaffected members for the second reason was examined in

chapter 6 using simulation. The expected information about IBD sharing
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among affected members in the absence of linkage was compared under dif-

ferent selection strategies for unaffected members. It was shown that when

marker polymorphism is low and marker spacing wide, unaffected members

can provide a substantial increase in information about IBD sharing. In this

situation, the choice of a ‘best subset’ depends on the pedigree available

and general recommendations were presented in section 6.5.1. As marker

polymorphism increases and marker spacing decreases, IBS sharing approx-

imates IBD sharing and so the typing of unaffected individuals becomes less

important, although they still offer increased information in most cases.

With the marker spacing used in the first stage of most genome scans

(∼ 7–10cM), some unaffected relatives should generally be included in any

study, partly to identify misreported genetic relationships, but also to in-

crease power in studies such as this when the sample size is relatively small

and ascertainment of additional families is not possible. However, the choice

of which unaffected relatives to include can probably just as well be made on

the basis of common sense. The method of simulation used here, although

intuitively simple, did take a very long time to run.

The linkage analysis presented here employed a two-stage strategy. Ini-

tially, regions identified through a review of published studies in genetic

susceptibility to leprosy were typed using a 7–10cM marker grid among 83

nuclear families (after exclusions due to mispaternities). These data were

analysed in three ways:

1. nonparametric linkage analysis was used to identify regions of suscep-

tibility to leprosy per se;

2. both subgroup analysis and the method of IBD regression developed

by Holmans (2002) were used to examine linkage to leprosy type;

3. exclusion mapping was used

(a) to explore which regions could be assumed not to contain a gene

responsible for particular magnitudes of genetic influence given

our data

(b) to give an idea of power to detect linkage. If we could neither

exclude nor confirm evidence for linkage in a region, then we

lacked power to detect a genetic effect of a particular magnitude.
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Regions which showed suggestive evidence of linkage in this first stage were

then scheduled to be typed among the extended pedigrees in order to inves-

tigate whether further evidence for linkage could be found.

Five regions were identified which showed suggestive evidence of link-

age to leprosy or clinical type in the first stage of the screen. These were

discussed in section 6.5.2; briefly, two regions remain which we consider

worthy of followup: chromosome Xp11, in relation to leprosy per se, and

chromosome 21q22, in relation to leprosy type.

7.2 Evidence for genetic influence of human susceptibility to leprosy

7.2.1 Relating the results of this project to published work elsewhere

The evidence for genetic influence of human susceptibility to leprosy was

reviewed in chapter 2. There is good evidence from previous studies that

MHC class II genes are involved, and a positive association between both

tuberculoid and lepromatous disease and the DR2 and DQ1 antigens and

strong evidence for linkage to this region have been found in several pop-

ulations. There is also contradictory evidence for association of the TNF2

allele of the MHC class III TNF-α gene with increased and decreased risk

of leprosy in Central Indian and Brazilian populations respectively (Santos

et al., 2000, 2002; Shaw et al., 2001; Roy et al., 1997).

Neither the recent genome screen in India (Siddiqui et al., 2001) nor

the partial genome screen in this project found any evidence for linkage to

the MHC, but reasons for this are unclear. Their study was adequately

powered and association with HLA-DR has been repeatedly observed in

Indian populations (although there are no published reports of association

studies in the specific regions studied by Siddiqui et al. (2001)). Although

linkage to this region was not excluded in the Karonga population at the

standard LOD< −2 level, negative exclusion mapping LOD scores provided

evidence against linkage in this region.

Recent studies found significant evidence for linkage on chromosomes

10p13 and 20p12 in India (Siddiqui et al., 2001; Tosh et al., 2002), near

HLA/TNF in Brazil (Shaw et al., 2001) and 6q25 in Vietnam (Mira et al.,

2003). None of these regions showed evidence for linkage in the Karonga

families analysed in this project and the allele subsequently identified in the

Indian study as associated with leprosy is at a much lower frequency among
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the Karonga population (7% vs 50%).

7.2.2 Explanations for inconsistency between studies

A recent review of association and linkage studies of leprosy by Fitness et al.

(2002) referenced nearly 180 articles and concluded:

Many of the associations have been found in a small series

of patients, or in a single population and should be repeated in

larger studies. Lack of correlation in results between popula-

tions should not necessarily be regarded as a negation of initial

associations; but may instead reflect heterogeneity in the genetic

susceptibility to this enigmatic disease.

Under the theory of genetic heterogeneity, several different genes may

affect susceptibility to disease. If the distribution of alleles present at these

loci differ between populations, as is likely to be the case, association or

linkage studies in different populations will find different results.

Significant results for NRAMP1 in two South-East Asian studies were

not replicated in studies of Brazilian, French Polynesian, Indian or Pakistani

populations. Despite well-conducted studies finding evidence for association

with VDR (India) and Laminin α2 (Indonesia), there are no published repli-

cations of these findings.

Many infectious disease agents (eg, Plasmodium falciparum and M. tu-

berculosis) will have a strong influence on selection of genes associated with

the immune response. The ecology of these infections can differ greatly

between populations and it is thus expected that there will be differences

between populations in the many genes which determine susceptibility to

infectious disease.

Leprosy is likely to provide less significant selective pressure than TB, for

example, because it is generally a less severe disease. On the other hand, it

has been suggested that the same genes might control susceptibility to both

TB and leprosy in humans. There are obvious biological similarities between

the two diseases - both are caused by infection with mycobacteria and only

a small proportion of those infected by either M. leprae or M. tuberculosis

develop disease. In mice, the same gene (Nramp1 ) controls susceptibility to

both diseases. TB is an increasing public health problem worldwide (Dye
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et al., 1999) and there have been many studies of genetic susceptibility to

TB (see Abel and Casanova (2000) for a review).

Recent studies have suggested that there is heterogeneity between popu-

lations in the genetic control of TB. For example, Delgado et al. (2002) stud-

ied genetic variants found to be associated with susceptibility or resistance

to TB in other ethnic groups among 358 TB patients and 106 tuberculin-

positive controls in Cambodia. They failed to replicate many of the findings

from other populations, but also found evidence that variants associated

with susceptibility in at least two other populations were significantly asso-

ciated with resistance in Cambodia (see Delgado et al., 2002, table 3). If

the same genes do control immune response to infection by M. leprae and

M. tuberculosis and if there is genetic heterogeneity in susceptibility to TB,

then it is likely that there is also genetic heterogeneity in susceptibility to

leprosy.

Genetic differences between populations due to the selective pressure of

TB and other diseases or because of genetic drift may then be a reasonable

explanation for the variety of results seen in different populations for ge-

netic susceptibility to leprosy. Similarly, if M. leprae itself differs between

geographical regions, this could lead to apparent differences between genetic

analyses of the human population in those regions.

The TNF2 allele been reported to be significantly associated with both

increased (in Central India) and decreased (in Brazil) risk of disease. How-

ever, genetic heterogeneity alone would not explain the contradictory find-

ings for TNF2. If it was not TNF but another gene which affected suscep-

tibility to leprosy, and if this other gene was in linkage disequilibrium with

TNF in such a way that the high risk allele was found with TNF2 in Central

India and with TNF1 in Brazil, this could lead to such observations.

Another possible explanation for the variation in published findings is

that some positive results are attributable to multiple testing. When n

independent statistical tests are performed, each with a significance level

of α, one of them will be positive under the null with probability 1 − (1 −
α)n. For this reason, when multiple tests are performed, p values should be

adjusted to account for the number of tests performed.

This would explain why evidence for the involvement of some genes or

chromosome regions in addition to MHC has been reported in studies from

various different populations, but rarely confirmed in other studies. It would
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also explain some of the reported associations with HLA antigens which

have not been replicated in other studies, although they might also be due

to linkage disequilibrium with genes which are associated with leprosy sus-

ceptibility. This is an alternative explanation for the conflicting results from

the TNFα studies - the TNF2 allele has been found to be in linkage dise-

quilibrium with HLA-DR alleles (Roy et al., 1997).

Gene-environment interaction provides another explanation for the vari-

ation in results to date, in so far as genetic susceptibility may be expressed

only in the presence of particular non-genetic factors. To take a simple ex-

ample, suppose people are either genetically ‘responsive’ or ‘non-responsive’

to BCG vaccination. Those people who are non-responders would appear

to be more susceptible to leprosy only in a population where most people

were vaccinated. Thus, a study carried out in a population which had a

high rate of vaccination might find evidence for a genetic effect while a sim-

ilar study in a population with low vaccination rates would not. Note this

difference does not depend on genetic heterogeneity but on environmental

heterogeneity.

All of the above are possible explanations for the differences in pub-

lished results and these differences are likely to be due to a combination of

false positives, genetic heterogeneity and environmental heterogeneity in the

presence of gene-environment interaction. The evidence in support of the

genetic heterogeneity argument is strengthened by the lack of evidence for

linkage to HLA in the study by Siddiqui et al. (2001), despite repeatedly

published associations of leprosy and HLA-DR in other Indian populations.

The same study found evidence for linkage to a region on chromosome 20p12

only in a geographically defined subset of families. Recall also that strong

evidence for both positive and negative associations of TNF2 with leprosy

susceptibility have been found in India and Brazil, respectively.

7.2.3 Genetic susceptibility to leprosy in the Karonga population

Fewer studies of leprosy have been conducted in Africa than either India or

Brazil, but given the results of this project, it appears that genetic influence

on leprosy susceptibility is different in Malawi when compared to either India

or Brazil. We estimated that the sibling recurrence risk for leprosy among

the Karonga population was ∼ 2 after controlling for measured non-genetic

risk factors. This is likely to be an upper limit, and taken together with the
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overall lack of evidence from our (underpowered) linkage analysis, it would

be fairly straightforward to construct an argument against genetic influence

of susceptibility to leprosy among the Karonga population.

This contrasts with the evidence from other populations summarised

above and with the magnitude of locus-specific effects found by Siddiqui

et al. (2001), Shaw et al. (2001) and Mira et al. (2003) - λS ∼ 1.66 for 10p13

in a Central Indian population, λS ∼ 1.79 for HLA in Brazil and λS ∼ 2.2

for a region on chromosome 6q25 respectively. Although leprosy is now less

prevalent in Karonga than either Brazil or India, incidence was higher in

Karonga than Brazil as recently as the 1980s, so the current low incidence

in Karonga cannot explain the lack of positive findings.

With several genes likely to play a role in this complex disease, and an

upper limit of λS ' 2, it seems very unlikely a single gene in Malawi will be

responsible for a locus-specific λS as large as those found in the Indian or

Brazilian studies. This may be because the specific alleles which influence

susceptibility to leprosy in India and Brazil are at much lower frequencies

in Karonga - this certainly appears to be the case with the MRC1 allele

implicated in Southern India.

7.3 Future work

7.3.1 Genetic studies of leprosy

The effect of human genes on leprosy susceptibility is likely to be heteroge-

neous. Positive results from studies in one population are often not repli-

cated in another and it is not clear whether this is due to genetic or envi-

ronmental heterogeneity between populations or false positive or negative

results. For this reason, attempts to replicate positive results from genetic

studies in one population should first be conducted in the same population.

Once successfully replicated in the same population, failure to replicate in

other populations can more reliably be determined to be due to genetic

heterogeneity.

In particular, studies should be conducted which attempt to replicate

association between leprosy and NRAMP1 in South-East Asia; leprosy type

and NRAMP1 in Mali; VDR and leprosy in central India; Laminin α2 and

leprosy type in Indonesia; linkage between leprosy and 20p12 in central India

and between leprosy and 6q25 in Vietnam.
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Two other results are particularly worthy of follow-up. First, it is not

at all clear why Siddiqui et al. did not find evidence to support linkage to

HLA in an Indian population. As a first step, association studies should

be conducted in the same population Siddiqui et al. sampled to confirm

whether or not this is due to a genuine lack of association or because the

sample was too small to detect linkage in this region. Association studies of

MHC genes in the Karonga population have found no significant results.

Second, though it is still controversial whether the TNF2 allele affects

TNFα production, TNFα levels are raised among tuberculoid compared to

lepromatous patients and three studies have found the TNF2 allele to be

associated with leprosy. However, it is not clear why the direction of the

association differs between Brazilian and Indian studies; further association

studies are needed to examine this. Such studies should also examine neigh-

bouring genes to TNFα to test whether the observed association is due to

linkage disequilibrium between TNFα and some other gene. The strongest

genetic association with TNF2 was observed with lepromatous leprosy, and

accurate diagnosis of clinical type of leprosy will be necessary in any studies

in this area.

Studies to specifically examine gene-environment interaction are partic-

ularly difficult for a disease such as leprosy because exposure to M. leprae

cannot be accurately determined, incubation periods are measured in the or-

der of years and immune response may be modified by lifetime exposure to

other infectious agents. Therefore such studies should only proceed in pop-

ulations in which evidence for genetic susceptibility to leprosy is stronger

than it appears to be in Karonga.

Given the evidence for genetic heterogeneity, it would be interesting to

compare estimates of λS from different populations, particularly the Indian,

Vietnamese and Brazilian populations in which locus-specific recurrences

risks have been estimated for regions identified in linkage analyses. Compar-

ison of these locus-specific risks with the overall λS would indicate whether

there are likely to be further genes of sufficient strength to be identified in

linkage analysis studies.

7.3.2 Studies in the KPS

It is important to complete stage II of the linkage analysis begun in this

project and to analyse the data from extended pedigrees in the follow-up
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of the regions that have shown potential linkage in stage I, in particular

on chromosome X. If these analyses increase the evidence for linkage, DNA

samples should be collected from additional leprosy affected families to con-

firm this result. These families would need to be identified from historical

cases in the KPS database since leprosy has virtually disappeared from Ka-

ronga. Identification of all multiplex families would probably provide most

information, but it would be simpler to target small families initially. All

families containing affected (full) sibling pairs have already been targeted

in Karonga and a strategy of targetting families through identification of

affected half sibling pairs is recommended.

7.4 Summary

Several studies have reported significant results in relation to human genetic

susceptibility to leprosy and there is fairly convincing evidence for at least

the human MHC (see chapter 2). This thesis arose in order to apply linkage

analysis methods to extended pedigree data from the KPS in an attempt

to replicate some of these results in the Karonga population. Preliminary

epidemiological analysis of the KPS data (chapter 3) showed that an indi-

vidual’s risk of disease depended on non-genetic factors such as age, BCG

vaccination and household contact with infected individuals.

Marginal models were used to explore the aggregation of disease among

relative pairs (chapter 4) and strong evidence was found for clustering of

disease among families (λ̂S ∼ 5). However, after adjusting for measured

non-genetic factors, the estimated sibling recurrence risk, λ̂S , was under 2.

This indicates that, in the Karonga population, susceptibility to leprosy is

under greater influence from non-genetic factors which tend to aggregate in

families such as household contact than genetic factors.

Calculation of the first and second degree recurrence risks under single

locus genetic models (chapter 5) demonstrated that affected relative trios

and above were likely to provide greater power than relative pairs in linkage

analysis and a two-stage partial genome screen was conducted (chapter 6).

The first stage analysed nuclear family data only while the second stage

used extended pedigree data to followup regions of possible linkage found in

stage I.

As might be expected from the low λS , no significant evidence for linkage
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was found, but two regions (Xp11 and 21q22) showed potential evidence for

linkage (lod> 1) and further followup of these regions is recommended.

However, the estimated overall λ̂S is lower than some locus-specific λS

found in other populations (eg Vietnam), which indicates likely heterogene-

ity between populations in respect of genetic susceptibility to leprosy.

Taken together, these results do not contradict those from other popu-

lations which indicate susceptibility to leprosy is influenced by host genet-

ics. However, they suggest that the magnitude of genetic influence may be

weaker in the Karonga population when compared with other populations.

This is perhaps due to genetic heterogeneity resulting from differences in

selective pressure from infectious agents in this compared to other popula-

tions.
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APPENDIX A.

EFFECT OF CENSORING ON θ

In chapter 4, a copula model was proposed for analysis of bivariate present-
state disease data, in which a parameter θ measures the degree of association
between the disease state of two relatives. It was also acknowledged that
censoring of the time individuals remain in a study may bias estimates. It is
shown here that if we assume conditional independence, θ is not changed in
the presence of censoring. This assumption states that C1|T1 is conditionally
independent of C2 and T2 and C2|T1 is conditionally independent of C1 and
T1, ie

P (C1, C2|T1, T2) = P (C1|T1)P (C2|T2).

The proof that estimates of θ are not biased in the presence of censoring
under this assumption is as follows.

Consider

p11 = P (T1 ≤ t1, T2 ≤ t2|C1 > t1, C2 > t2) =

P (C1 > t1, C2 > t2|T1 ≤ t1, T2 ≤ t2)P (T1 ≤ t1, T2 ≤ t2)

P (C1 > t1, C2 > t2)
=

P (C1 > t1|T1 ≤ t1)P (C2 > t2|T2 ≤ t2)P (T1 ≤ t1, T2 ≤ t2)

P (C1 > t1, C2 > t2)

Similarly

p22 = P (T1 > t1, T2 > t2|C1 > t1, C2 > t2) =

P (C1 > t1|T1 > t1)P (C2 > t2|T2 > t2)P (T1 > t1, T2 > t2)

P (C1 > t1, C2 > t2)
,

p12 = P (T1 ≤ t1, T2 > t2|C1 > t1, C2 > t2) =

P (C1 ≤ t1|T1 > t1)P (C2 > t2|T2 > t2)P (T1 ≤ t1, T2 > t2)

P (C1 > t1, C2 > t2)
, and
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p21 = P (T1 > t1, T2 > t2|C1 > t1, C2 > t2) =

P (C1 > t1|T1 > t1)P (C2 > t2|T2 ≤ t2)P (T1 > t1, T2 ≤ t2)

P (C1 > t1, C2 > t2)

Then

θ =
p11p22

p12p21
=

P (T1 ≤ t1, T2 ≤ t2)P (T1 > t1, T2 > t2)

P (T1 ≤ t1, T2 > t2)P (T1 > t1, T2 ≤ t2)

as in equation (4.6).
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LIMITS FOR λR AS ESTIMATED BY THE COPULA MODEL IN
CHAPTER 4

Note that
λ =

u1u2

δ

and

θ =
δ − u1δ − u2δ + δ2

u1u2 − u1δ − u2δ + δ2
=

δ − ε

u1u2 − ε

where ε = uδ + vδ − δ2. Then if λ > 1, we have

δ < u1u2

u1u2(δ − ε) = u1u2δ − u1u2ε < u1u2δ − δε = δ(u1u2 − ε)

λ =
u1u2

δ
<

u1u2 − ε

δ − ε
= θ

so that λ ∈ [1, θ]. (Conversely, if λ < 1, then λ ∈ [θ, 1]). λ will approach θ
when the disease is rare, ie when u1, u2 and δ are small and ε → 0.

Also, when there is no interaction, ie δ = u1u2, then θ = 1 and λ = 1.
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IDENTITY STATES FOR RELATIVE TRIOS

Each horizontal pair of vertices represents the maternal and paternal alleles
for each relative. Alleles that are IBD are joined by a solid line.
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1 T ∗

2 T ∗
3 T ∗

4 T ∗
5 T ∗
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T ∗
7 T ∗

8 T ∗
9 T ∗
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31 T ∗
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33 T ∗

34 T ∗
35 T ∗
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T ∗
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84
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T ∗
181 T ∗
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184 T ∗
185 T ∗
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194 T ∗
195 T ∗
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T ∗
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200 T ∗
201 T ∗

202 T ∗
203



APPENDIX D.

SUMMARY STATISTICS FOR MARKERS USED IN LINKAGE ANAL-
YSIS

Let a given locus have n alleles, and let the population frequency of allele i
be πi. Then a common measure of marker polymorphism is

Definition D.1: the heterozygosity of locus, defined as the probability that
an individual selected at random from the population is heterozygous:

1 −
n

∑

i=1

π2
i .

The markers used in stage I of the genome screen described in chapter
6 are listed below, with their position, the number of alleles found and the
single-point MLS scores.

Singlepoint
Marker Position (cM) # alleles Heterozygosity MLS score

D10S249 0.0 6 0.71 0.00
D10S591 12.3 8 0.76 0.37
D10S189 17.3 5 0.63 0.55
D10S547 28.1 13 0.85 0.71
D10S1653 38.8 9 0.63 0.95
D10S548 43.4 6 0.52 0.24
D10S197 50.5 12 0.85 0.52
D10S208 60.2 9 0.86 0.09
D10S196 72.5 14 0.82 0.95
D10S1652 83.3 13 0.85 0.00
D10S537 93.8 13 0.85 0.22
D10S1686 109.2 19 0.90 0.05
D10S185 123.3 15 0.85 0.35
D10S192 131.2 13 0.66 0.09
D10S597 137.6 9 0.76 0.00
D10S1693 146.1 20 0.86 0.20
D10S587 156.6 14 0.84 0.49
D10S1651 178.3 14 0.87 0.46

Table D.1: Summary statistics for markers used in stage I of
genome screen and single-point MLS scores
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Singlepoint
Marker Position (cM) # alleles Heterozygosity MLS score

D10S212 180.7 7 0.64 0.07
D15S128 6.1 10 0.79 0.17
D15S1002 14.5 12 0.83 0.00
D15S165 20.2 15 0.89 0.00
D15S1007 25.9 18 0.88 0.16
D15S1012 35.3 12 0.82 0.00
D15S994 40.0 14 0.89 0.47
D15S978 45.5 13 0.80 0.01
D15S117 50.8 14 0.87 0.00
D15S153 62.1 12 0.81 0.00
D15S131 70.7 16 0.86 0.00
D15S205 77.4 18 0.90 0.00
D15S130 98.0 9 0.76 0.00
D15S120 109.6 11 0.87 0.08
D20S115 20.9 10 0.72 0.01
D20S832 84.0 7 0.76 0.02
D20S102 85.8 5 0.46 0.35
D20S171 94.4 15 0.87 0.14
D20S173 96.5 13 0.79 0.08
D21S1256 8.6 14 0.85 0.01
D21S1914 23.0 13 0.83 0.03
D21S263 31.4 15 0.87 0.19
D21S1252 38.7 15 0.89 0.03
D21S266 49.9 11 0.73 1.39

DXS1060 10.1 11 0.75 0.01
DXS8051 15.7 14 0.89 0.00
DXS987 25.5 13 0.85 0.03
DXS1226 36.8 15 0.88 0.39
DXS1214 46.2 9 0.81 0.35
DXS1068 56.2 11 0.83 0.01
DXS993 66.1 11 0.77 1.06

DXS991 86.9 12 0.82 0.50
DXS986 95.9 15 0.88 0.06
DXS990 104.9 10 0.76 0.12
DXS1106 115.1 8 0.79 0.30
DXS8055 126.8 6 0.75 0.76
DXS1001 139.4 9 0.81 0.34
DXS1047 150.3 15 0.87 0.06
DXS1227 164.7 13 0.81 0.06
DXS8043 176.7 12 0.81 0.03

Table D.1: Summary statistics for markers used in stage I of
genome screen and single-point MLS scores
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Singlepoint
Marker Position (cM) # alleles Heterozygosity MLS score

DXS8091 186.3 15 0.85 0.06
DXS1073 196.5 14 0.77 2.09

D5S1981 0.6 11 0.79 0.02
D5S406 10.7 11 0.83 0.31
D5S630 18.6 23 0.92 0.53
D5S416 27.9 12 0.83 0.02
D5S419 39.5 11 0.85 0.57
D5S426 51.6 10 0.86 0.35
D5S418 58.1 7 0.79 0.00
D5S647 74.7 15 0.82 0.09
D5S424 82.8 10 0.73 0.26
D5S641 92.3 15 0.87 0.19
D5S428 95.4 8 0.79 0.59
D5S644 104.5 15 0.86 1.17

D5S433 112.2 12 0.83 0.60
D5S2027 118.9 8 0.79 0.03
D5S471 129.6 10 0.80 0.11
D5S2115 138.6 16 0.87 0.07
D5S410 156.0 7 0.51 0.12
D5S422 163.9 14 0.89 0.01
D5S400 174.3 16 0.90 0.22
D5S408 195.8 13 0.84 0.00
D6S1574 8.7 15 0.81 0.00
D6S309 13.6 11 0.85 0.00
D6S470 17.7 10 0.76 0.00
D6S289 29.6 11 0.79 0.00
D6S422 35.7 14 0.89 0.00
D6S1610 53.9 13 0.80 0.00
D6S257 80.0 19 0.91 0.00
D6S460 90.0 13 0.88 0.00
D6S462 99.0 13 0.80 0.31
D6S434 109.2 15 0.72 0.43
D6S287 122.0 8 0.80 0.00
D6S262 129.8 10 0.87 0.11
D6S292 138.2 12 0.88 0.80
D6S308 145.5 7 0.52 0.00
D6S441 155.3 16 0.88 0.08
D6S1581 165.0 13 0.77 0.22
D6S264 179.1 12 0.85 0.24
D6S446 188.4 6 0.69 0.63

Table D.1: Summary statistics for markers used in stage I of
genome screen and single-point MLS scores
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Singlepoint
Marker Position (cM) # alleles Heterozygosity MLS score

D6S281 201.1 11 0.79 0.51
D9S288 8.8 16 0.87 0.00
D9S286 16.8 16 0.87 0.00
D9S285 27.9 14 0.86 0.11
D9S157 31.8 14 0.80 0.00
D9S171 42.0 11 0.64 0.00
D9S1817 57.9 15 0.82 0.00
D9S273 64.5 13 0.83 0.00
D9S175 68.8 19 0.85 0.00
D9S167 82.4 12 0.78 0.00
D9S283 93.2 10 0.76 0.00
D9S1690 106.5 9 0.71 0.00
D9S1677 117.8 13 0.84 0.00
D9S1776 124.2 14 0.83 0.00
D9S1682 132.9 8 0.72 0.53
D9S290 141.1 17 0.82 0.00
D9S164 148.1 13 0.82 0.38
D9S1826 160.2 10 0.70 0.60
D9S158 163.0 13 0.87 0.71

Table D.1: Summary statistics for markers used in stage I of
genome screen and single-point MLS scores
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CHROMOSOME 21 MARKER MAP ORDER

E.1 Published genethon map

Position (cM) Marker

23.0 D21S1914

31.4 D21S263

38.7 D21S1252

41.8 D21S267

42.4 D21S1891

42.8 D21S1255

48.1 D21S1893

49.9 D21S266

50.7 D21S1906

51.6 D21S1260

57.7 D21S1890

57.8 D21S1885

58.3 D21S1912

58.9 D21S1903

59.6 D21S1897

63.5 D21S2057
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E.2 Results of SIMWALK2

POSITION MARKER RECOMB. RECOMBINATION EVENTS SIGNIFICANCE

Haldane cM NAME FRACTION OBSERVED & EXPECTED (P-VALUE)

0.000 D21S1914

0.07732 125.292 126.032 0.54063

8.400 D21S263

0.06792 130.743 110.710 0.02953

15.700 D21S1252

0.03006 41.634 48.998 0.87472

18.800 D21S267

0.00596 28.889 9.715 0.00000 !##

19.399 D21S1891

0.00398 5.822 6.487 0.65712

19.799 D21S1255

0.05029 86.734 81.973 0.30997

25.099 D21S1893

0.01768 39.751 28.818 0.02951

26.899 D21S266

0.00794 9.358 12.942 0.87688

27.699 D21S1906

0.00892 15.685 14.540 0.41608

28.600 D21S1260

0.05743 116.290 93.611 0.01082

34.700 D21S1890

0.00100 2.290 1.630 0.39773

34.800 D21S1885

0.00498 13.904 8.117 0.03978

35.301 D21S1912

0.00596 11.367 9.715 0.33857

35.900 D21S1903

0.00695 13.482 11.329 0.29804

36.600 D21S1897

0.03752 62.528 61.158 0.44699

40.500 D21S2057

!## indicates a p-value which is so small that one should reconsider whether

the specified recombination fraction for this interval is too small!
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E.3 Results of sib map

The results of sib map run using nuclear families and the stage II chromo-
some 21 data to check map order are below. To aid interpretation, they are
prefaced with a quote from the ASPEX (Hinds and Risch, 1999) manual.

The normal output of sib map consists of the two-point and mul-
tipoint distances between each pair of adjacent markers, and the
corresponding support intervals. If two markers are determined
to be unlinked, their distance will be reported as “[inf]” (for “in-
finity”). In this case, the support interval will give a lower bound
on the most likely distance between the pair. A LOD score is re-
ported for each interval, giving the likelihood for the most likely
distance, compared to the likelihood of the two markers being
unlinked.

From simulations, we estimate that for support levels of 0.2, 0.6,
and 0.8 LOD units, the true distance should be within the sup-
port interval about 70%, 90%, and 95% of the time, respectively.
These are not strict confidence intervals, however, so these prob-
abilities should be used only as rough guidelines.

If verbose (-v) output is selected, then tables of LOD scores
versus distance for each marker pair will also be generated.

If do shuffle is true, then the output is, for each marker, a table
giving three-point distance estimates for that marker with every
other pair of adjacent markers along the map. The total distance
spanning the three markers, and the corresponding LOD score, is
generated for all possible orders of markers (XAB, AXB, ABX).
Thus, a comparison of the LOD scores indicates where the test
marker is likely to be in relation to the pair.

Following the distances and LOD scores, sib map will print one
of several symbols based on a comparison of the LOD scores. If
the test marker appears to be to the left of the specified pair,
then “<” or “<<” will be printed: the number of arrows indicates
that the LOD score difference exceeds that number times the
value of support. Similarly, “>” or “>>” will be printed if the
marker is to the right of the pair. “+” or “++” will be printed if
the marker is most likely to be between the specified pair. If the
map order is correct and well supported by the data, the symbols
for each marker should show a pattern of “>” rows, then one “+”
row, then “<” rows, as the marker is shuffled through its true
position. To use the output to position new loci on a map, in
the parameter file for sib map, list the new loci first in the map,
followed by all the already-mapped loci in their proper order.
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Three-point distances for D21S1914:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S263 -- D21S1252 0.184 76.84 0.215 65.22 0.258 56.74 <<

D21S1252 -- D21S267 0.181 81.67 0.243 41.61 0.175 82.50 >

D21S267 -- D21S1891 0.247 56.90 0.295 28.63 0.251 56.76

D21S1891 -- D21S1255 0.223 98.01 0.261 34.60 0.223 98.03

D21S1255 -- D21S1893 0.290 54.96 0.410 20.86 0.348 49.84 <<

D21S1893 -- D21S266 0.379 41.17 0.629 8.47 0.410 40.00 <

D21S266 -- D21S1906 0.402 25.86 0.630 7.00 0.343 27.67 >>

D21S1906 -- D21S1260 0.315 34.45 0.513 10.54 0.357 33.18 <<

D21S1260 -- D21S1890 0.439 44.20 0.770 6.21 0.733 40.24 <<

D21S1890 -- D21S1885 0.628 76.64 0.925 2.20 0.613 76.72

D21S1885 -- D21S1912 0.592 47.64 0.778 2.91 0.654 47.28

D21S1912 -- D21S1903 0.628 62.35 0.965 1.39 0.645 62.29

D21S1903 -- D21S1897 0.652 56.49 1.267 0.69 0.660 56.44

D21S1897 -- D21S2057 0.748 6.02 1.103 0.51 0.726 5.96

Three-point distances for D21S263:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S1252 0.215 65.22 0.184 76.84 0.258 56.74 ++

D21S1252 -- D21S267 0.108 103.08 0.164 73.88 0.107 103.66

D21S267 -- D21S1891 0.170 74.26 0.223 52.66 0.178 70.60 <<

D21S1891 -- D21S1255 0.156 111.29 0.226 53.95 0.151 112.35 >

D21S1255 -- D21S1893 0.215 69.90 0.280 45.35 0.261 60.13 <<

D21S1893 -- D21S266 0.275 50.29 0.455 20.46 0.280 48.21 <<

D21S266 -- D21S1906 0.297 31.65 0.424 17.90 0.263 34.88 >>

D21S1906 -- D21S1260 0.204 45.42 0.319 25.03 0.219 43.53 <<

D21S1260 -- D21S1890 0.319 51.56 0.474 18.15 0.449 44.53 <<

D21S1890 -- D21S1885 0.369 81.26 0.555 11.38 0.372 81.11

D21S1885 -- D21S1912 0.372 51.54 0.582 8.71 0.381 51.13

D21S1912 -- D21S1903 0.380 66.18 0.590 8.67 0.390 65.96

D21S1903 -- D21S1897 0.386 60.61 0.601 9.41 0.388 60.39

D21S1897 -- D21S2057 0.404 9.56 0.632 4.34 0.378 8.94 <

Three-point distances for D21S1252:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.215 65.22 0.258 56.74 0.184 76.84 >>

D21S263 -- D21S267 0.164 73.88 0.108 103.08 0.107 103.66

D21S267 -- D21S1891 0.057 125.53 0.056 124.92 0.077 111.05 <

D21S1891 -- D21S1255 0.052 151.94 0.065 130.87 0.050 154.05 >>

D21S1255 -- D21S1893 0.114 110.46 0.136 100.01 0.148 88.44 <<

D21S1893 -- D21S266 0.158 75.57 0.213 59.25 0.152 72.46 <<

D21S266 -- D21S1906 0.168 50.98 0.228 43.14 0.164 51.93 >

D21S1906 -- D21S1260 0.135 61.26 0.191 50.67 0.141 61.31

D21S1260 -- D21S1890 0.216 69.53 0.285 46.96 0.317 54.23 <<

D21S1890 -- D21S1885 0.240 91.89 0.356 31.01 0.235 92.61 >
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D21S1885 -- D21S1912 0.241 62.02 0.356 28.16 0.247 60.85 <

D21S1912 -- D21S1903 0.296 71.87 0.429 23.66 0.300 71.73

D21S1903 -- D21S1897 0.310 66.02 0.513 16.38 0.305 66.09

D21S1897 -- D21S2057 0.420 9.94 0.885 4.27 0.421 8.36 <<

Three-point distances for D21S267:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.210 56.81 0.195 51.55 0.177 66.47 >>

D21S263 -- D21S1252 0.164 73.88 0.107 103.66 0.108 103.08

D21S1252 -- D21S1891 0.056 124.92 0.057 125.53 0.077 111.05 +

D21S1891 -- D21S1255 0.044 142.54 0.043 130.31 0.041 144.38 >>

D21S1255 -- D21S1893 0.100 101.07 0.088 98.23 0.120 83.65 <<

D21S1893 -- D21S266 0.144 67.85 0.168 54.46 0.158 62.56 <<

D21S266 -- D21S1906 0.155 45.03 0.168 43.97 0.140 49.63 >>

D21S1906 -- D21S1260 0.101 62.08 0.116 56.63 0.116 57.82 <<

D21S1260 -- D21S1890 0.215 62.91 0.240 42.97 0.346 49.72 <<

D21S1890 -- D21S1885 0.288 84.46 0.323 23.99 0.280 85.00

D21S1885 -- D21S1912 0.261 56.47 0.317 20.75 0.270 55.51 <

D21S1912 -- D21S1903 0.308 68.84 0.379 19.16 0.310 68.88

D21S1903 -- D21S1897 0.339 61.87 0.534 10.45 0.347 61.37

D21S1897 -- D21S2057 0.510 7.30 0.671 2.16 0.495 6.95

Three-point distances for D21S1891:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.282 50.16 0.323 32.56 0.255 55.32 >>

D21S263 -- D21S1252 0.227 60.10 0.170 81.47 0.159 88.74 >>

D21S1252 -- D21S267 0.056 124.92 0.077 111.05 0.057 125.53 >

D21S267 -- D21S1255 0.043 130.31 0.044 142.54 0.041 144.38 >>

D21S1255 -- D21S1893 0.069 139.77 0.070 139.97 0.111 105.40

D21S1893 -- D21S266 0.128 85.29 0.143 78.22 0.107 84.00 <<

D21S266 -- D21S1906 0.132 54.00 0.168 47.02 0.129 53.63

D21S1906 -- D21S1260 0.102 68.58 0.133 64.43 0.114 70.81 >>

D21S1260 -- D21S1890 0.172 82.53 0.217 66.14 0.258 60.85 <<

D21S1890 -- D21S1885 0.201 94.28 0.283 41.22 0.196 95.11 >

D21S1885 -- D21S1912 0.194 65.27 0.269 35.61 0.206 62.55 <<

D21S1912 -- D21S1903 0.251 73.75 0.354 28.29 0.251 73.93

D21S1903 -- D21S1897 0.269 67.28 0.453 19.45 0.279 66.48 <

D21S1897 -- D21S2057 0.358 11.76 0.664 6.42 0.309 11.30

Three-point distances for D21S1255:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.249 55.91 0.280 44.86 0.212 65.43 >>

D21S263 -- D21S1252 0.184 73.94 0.148 99.70 0.139 103.54 >>

D21S1252 -- D21S267 0.043 136.99 0.053 131.63 0.042 138.69 >>

D21S267 -- D21S1891 0.043 130.31 0.041 144.38 0.044 142.54 ++

D21S1891 -- D21S1893 0.070 139.97 0.069 139.77 0.111 105.40



E. Chromosome 21 marker map order 255

D21S1893 -- D21S266 0.140 82.69 0.160 73.71 0.119 82.01 <

D21S266 -- D21S1906 0.139 55.33 0.170 48.17 0.132 55.74

D21S1906 -- D21S1260 0.117 65.49 0.146 59.78 0.130 66.80 >>

D21S1260 -- D21S1890 0.188 77.54 0.241 59.33 0.272 59.27 <<

D21S1890 -- D21S1885 0.207 94.19 0.300 36.88 0.203 94.93 >

D21S1885 -- D21S1912 0.202 65.35 0.278 35.74 0.196 65.19

D21S1912 -- D21S1903 0.220 77.54 0.314 34.47 0.227 76.78 <

D21S1903 -- D21S1897 0.244 70.36 0.376 24.59 0.248 69.98

D21S1897 -- D21S2057 0.328 12.84 0.713 7.17 0.298 11.35 <<

Three-point distances for D21S1893:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.349 44.54 0.414 21.93 0.290 50.36 >>

D21S263 -- D21S1252 0.270 53.43 0.258 54.28 0.227 67.03 >>

D21S1252 -- D21S267 0.111 98.06 0.140 74.41 0.109 98.81 >

D21S267 -- D21S1891 0.097 87.05 0.115 86.25 0.110 93.57 >>

D21S1891 -- D21S1255 0.070 139.97 0.111 105.40 0.069 139.77

D21S1255 -- D21S266 0.160 73.71 0.140 82.69 0.119 82.01 +

D21S266 -- D21S1906 0.084 70.42 0.088 69.12 0.076 69.43 <

D21S1906 -- D21S1260 0.076 76.79 0.088 75.58 0.082 78.87 >>

D21S1260 -- D21S1890 0.128 93.48 0.152 83.13 0.195 73.31 <<

D21S1890 -- D21S1885 0.135 107.20 0.172 66.25 0.137 106.72

D21S1885 -- D21S1912 0.138 76.29 0.207 47.58 0.147 73.53 <<

D21S1912 -- D21S1903 0.174 84.29 0.239 47.22 0.172 84.81

D21S1903 -- D21S1897 0.185 78.08 0.270 41.81 0.186 77.62

D21S1897 -- D21S2057 0.249 19.37 0.301 17.60 0.201 18.67 <

Three-point distances for D21S266:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.487 40.37 0.569 10.17 0.399 43.24 >>

D21S263 -- D21S1252 0.344 45.04 0.305 35.62 0.267 56.05 >>

D21S1252 -- D21S267 0.150 86.22 0.187 51.04 0.151 85.88

D21S267 -- D21S1891 0.159 68.41 0.181 51.46 0.147 72.00 >>

D21S1891 -- D21S1255 0.104 117.22 0.124 74.45 0.103 117.31

D21S1255 -- D21S1893 0.160 73.71 0.119 82.01 0.140 82.69 >

D21S1893 -- D21S1906 0.088 69.12 0.084 70.42 0.076 69.43 +

D21S1906 -- D21S1260 0.047 85.38 0.046 101.32 0.046 101.32

D21S1260 -- D21S1890 0.087 117.64 0.087 117.64 0.133 87.65

D21S1890 -- D21S1885 0.076 122.24 0.081 96.27 0.079 121.16 <

D21S1885 -- D21S1912 0.109 82.94 0.130 67.61 0.115 80.69 <<

D21S1912 -- D21S1903 0.104 97.44 0.123 73.97 0.110 96.37 <

D21S1903 -- D21S1897 0.107 93.10 0.120 71.02 0.109 91.04 <<

D21S1897 -- D21S2057 0.186 24.10 0.220 22.44 0.141 23.68

Three-point distances for D21S1906:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]



E. Chromosome 21 marker map order 256

D21S1914 -- D21S263 0.307 44.38 0.254 25.96 0.264 47.78 >>

D21S263 -- D21S1252 0.262 48.16 0.185 48.11 0.200 57.21 >>

D21S1252 -- D21S267 0.096 85.97 0.089 69.40 0.093 86.70 >

D21S267 -- D21S1891 0.102 69.52 0.099 62.06 0.130 64.35 <<

D21S1891 -- D21S1255 0.091 108.57 0.075 77.40 0.087 109.27 >

D21S1255 -- D21S1893 0.140 65.32 0.106 66.21 0.114 71.18 >>

D21S1893 -- D21S266 0.088 69.12 0.076 69.43 0.084 70.42 >

D21S266 -- D21S1260 0.046 101.32 0.047 85.38 0.046 101.32

D21S1260 -- D21S1890 0.139 69.58 0.134 62.80 0.235 54.40 <<

D21S1890 -- D21S1885 0.162 90.89 0.131 49.62 0.161 90.86

D21S1885 -- D21S1912 0.162 60.94 0.148 37.57 0.190 58.34 <<

D21S1912 -- D21S1903 0.211 72.44 0.182 35.67 0.213 72.44

D21S1903 -- D21S1897 0.238 65.27 0.231 25.75 0.241 64.75

D21S1897 -- D21S2057 0.448 7.52 0.422 3.59 0.382 7.70

Three-point distances for D21S1260:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.371 44.05 0.455 18.77 0.316 48.12 >>

D21S263 -- D21S1252 0.289 50.81 0.294 44.82 0.242 61.98 >>

D21S1252 -- D21S267 0.133 92.27 0.159 65.28 0.131 92.56

D21S267 -- D21S1891 0.113 84.07 0.137 74.33 0.114 89.67 >>

D21S1891 -- D21S1255 0.087 131.76 0.109 94.06 0.087 131.56

D21S1255 -- D21S1893 0.138 86.97 0.126 89.69 0.130 92.91 >>

D21S1893 -- D21S266 0.084 96.73 0.055 122.14 0.055 122.14

D21S266 -- D21S1906 0.046 101.32 0.046 101.32 0.047 85.38

D21S1906 -- D21S1890 0.134 62.80 0.139 69.58 0.235 54.40 ++

D21S1890 -- D21S1885 0.087 121.68 0.101 91.88 0.086 121.67

D21S1885 -- D21S1912 0.094 86.05 0.122 68.45 0.109 80.33 <<

D21S1912 -- D21S1903 0.114 97.07 0.141 71.13 0.115 97.56

D21S1903 -- D21S1897 0.123 91.02 0.184 58.58 0.129 88.10 <<

D21S1897 -- D21S2057 0.206 24.04 0.223 22.25 0.169 22.51 <<

Three-point distances for D21S1890:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.636 38.27 0.996 4.17 0.468 41.10 >>

D21S263 -- D21S1252 0.415 41.90 0.523 18.76 0.370 46.72 >>

D21S1252 -- D21S267 0.246 76.26 0.460 22.68 0.247 75.91

D21S267 -- D21S1891 0.248 60.17 0.413 28.96 0.230 64.60 >>

D21S1891 -- D21S1255 0.184 109.51 0.331 39.53 0.183 109.44

D21S1255 -- D21S1893 0.236 65.46 0.293 49.61 0.208 73.95 >>

D21S1893 -- D21S266 0.146 78.46 0.176 73.52 0.133 83.90 >>

D21S266 -- D21S1906 0.153 62.40 0.213 54.30 0.142 54.70 <<

D21S1906 -- D21S1260 0.134 62.80 0.235 54.40 0.139 69.58 >>

D21S1260 -- D21S1885 0.101 91.88 0.087 121.68 0.086 121.67

D21S1885 -- D21S1912 0.023 142.66 0.022 143.18 0.031 133.10

D21S1912 -- D21S1903 0.025 155.27 0.035 149.38 0.027 155.58

D21S1903 -- D21S1897 0.040 146.86 0.048 142.65 0.041 141.79 <<



E. Chromosome 21 marker map order 257

D21S1897 -- D21S2057 0.116 62.59 0.109 63.40 0.054 56.30 +

Three-point distances for D21S1885:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.504 39.57 0.618 8.28 0.398 42.45 >>

D21S263 -- D21S1252 0.346 43.85 0.386 24.48 0.314 48.90 >>

D21S1252 -- D21S267 0.205 76.91 0.276 31.93 0.209 76.10 <

D21S267 -- D21S1891 0.200 60.19 0.268 32.86 0.184 64.18 >>

D21S1891 -- D21S1255 0.144 108.18 0.187 49.29 0.145 107.94

D21S1255 -- D21S1893 0.219 61.86 0.230 46.10 0.204 65.53 >>

D21S1893 -- D21S266 0.143 69.64 0.149 64.82 0.123 76.62 >>

D21S266 -- D21S1906 0.134 57.48 0.156 51.06 0.135 50.05 <<

D21S1906 -- D21S1260 0.122 55.32 0.145 51.51 0.116 61.23 >>

D21S1260 -- D21S1890 0.101 91.88 0.086 121.67 0.087 121.68

D21S1890 -- D21S1912 0.022 143.18 0.023 142.66 0.031 133.10

D21S1912 -- D21S1903 0.029 131.16 0.039 123.84 0.028 131.13

D21S1903 -- D21S1897 0.042 122.58 0.039 120.43 0.043 119.60 <<

D21S1897 -- D21S2057 0.105 42.74 0.091 43.67 0.057 38.69 +

Three-point distances for D21S1912:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.564 38.22 0.609 5.07 0.428 40.19 >>

D21S263 -- D21S1252 0.393 40.04 0.403 20.09 0.314 47.07 >>

D21S1252 -- D21S267 0.206 74.89 0.282 29.65 0.209 74.26 <

D21S267 -- D21S1891 0.212 57.61 0.305 26.42 0.202 59.94 >>

D21S1891 -- D21S1255 0.155 104.34 0.196 48.71 0.155 104.41

D21S1255 -- D21S1893 0.213 61.86 0.247 41.95 0.212 62.05

D21S1893 -- D21S266 0.171 61.39 0.195 49.45 0.155 65.19 >>

D21S266 -- D21S1906 0.162 47.08 0.208 37.94 0.153 43.97 <<

D21S1906 -- D21S1260 0.152 48.51 0.212 37.80 0.152 52.29 >>

D21S1260 -- D21S1890 0.138 77.54 0.118 93.71 0.109 99.42 >>

D21S1890 -- D21S1885 0.022 143.18 0.031 133.10 0.023 142.66

D21S1885 -- D21S1903 0.039 123.84 0.029 131.16 0.028 131.13

D21S1903 -- D21S1897 0.023 127.85 0.024 126.31 0.023 125.66 <<

D21S1897 -- D21S2057 0.112 42.00 0.106 41.97 0.050 36.74

Three-point distances for D21S1903:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.588 38.76 0.887 5.38 0.447 41.62 >>

D21S263 -- D21S1252 0.410 42.10 0.510 17.56 0.390 44.89 >>

D21S1252 -- D21S267 0.264 73.52 0.482 19.45 0.266 73.25

D21S267 -- D21S1891 0.276 56.52 0.459 20.37 0.255 59.38 >>

D21S1891 -- D21S1255 0.214 102.70 0.372 29.34 0.216 102.52

D21S1255 -- D21S1893 0.272 59.62 0.320 39.32 0.238 65.33 >>

D21S1893 -- D21S266 0.192 65.41 0.216 60.47 0.168 72.78 >>

D21S266 -- D21S1906 0.171 57.61 0.234 49.06 0.155 51.90 <<



E. Chromosome 21 marker map order 258

D21S1906 -- D21S1260 0.137 59.60 0.257 46.41 0.142 64.70 >>

D21S1260 -- D21S1890 0.130 93.79 0.117 123.22 0.102 128.98 >>

D21S1890 -- D21S1885 0.020 170.35 0.031 158.07 0.022 168.63 <<

D21S1885 -- D21S1912 0.039 123.84 0.028 131.13 0.029 131.16

D21S1912 -- D21S1897 0.024 126.31 0.023 127.85 0.023 125.66 ++

D21S1897 -- D21S2057 0.093 63.33 0.075 64.30 0.034 57.47 +

Three-point distances for D21S1897:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.648 37.92 0.694 4.91 0.460 39.94 >>

D21S263 -- D21S1252 0.463 38.55 0.396 15.06 0.449 39.17 >

D21S1252 -- D21S267 0.350 65.41 0.414 12.32 0.353 65.28

D21S267 -- D21S1891 0.364 47.89 0.428 12.78 0.310 50.89 >>

D21S1891 -- D21S1255 0.244 94.38 0.293 26.26 0.241 94.49

D21S1255 -- D21S1893 0.293 51.87 0.267 33.15 0.250 56.92 >>

D21S1893 -- D21S266 0.218 53.30 0.203 43.27 0.179 57.55 >>

D21S266 -- D21S1906 0.196 39.06 0.260 26.75 0.207 34.57 <<

D21S1906 -- D21S1260 0.206 41.03 0.305 24.47 0.192 45.77 >>

D21S1260 -- D21S1890 0.176 66.80 0.146 86.01 0.126 95.10 >>

D21S1890 -- D21S1885 0.033 138.03 0.042 123.42 0.035 136.61 <<

D21S1885 -- D21S1912 0.049 97.06 0.049 95.00 0.041 99.13 >>

D21S1912 -- D21S1903 0.024 126.31 0.023 125.66 0.023 127.85 >>

D21S1903 -- D21S2057 0.075 64.30 0.093 63.33 0.034 57.47 <

Three-point distances for D21S2057:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S1914 -- D21S263 0.473 37.83 0.142 24.53 0.367 38.56 >

D21S263 -- D21S1252 0.461 35.80 0.167 25.20 0.778 35.11 <

D21S1252 -- D21S267 0.512 61.31 0.086 36.31 0.474 61.41

D21S267 -- D21S1891 0.453 43.94 0.106 29.49 0.469 43.82

D21S1891 -- D21S1255 0.503 85.05 0.063 52.13 0.511 85.03

D21S1255 -- D21S1893 0.452 42.62 0.122 34.81 0.239 45.72 >>

D21S1893 -- D21S266 0.206 40.01 0.104 34.34 0.196 40.17

D21S266 -- D21S1906 0.177 26.83 0.094 24.39 0.175 25.87 <

D21S1906 -- D21S1260 0.208 29.82 0.080 26.59 0.206 30.29

D21S1260 -- D21S1890 0.163 46.47 0.100 45.04 0.163 48.28 >>

D21S1890 -- D21S1885 0.091 84.02 0.024 73.74 0.090 84.03

D21S1885 -- D21S1912 0.094 52.64 0.041 47.97 0.096 52.26

D21S1912 -- D21S1903 0.070 69.16 0.025 62.23 0.071 69.16

D21S1903 -- D21S1897 0.075 64.30 0.034 57.47 0.093 63.33 <

Three-point distances for D21S1914:

[ XX-A-B ] [ A-XX-B ] [ A-B-XX ]

D21S263 -- D21S1252 0.181 79.90 0.212 68.41 0.252 58.94 <<

D21S1252 -- D21S267 0.174 82.83 0.243 43.21 0.167 83.73 >

D21S267 -- D21S1255 0.228 69.22 0.278 34.43 0.224 70.00 >



E. Chromosome 21 marker map order 259

D21S1255 -- D21S1891 0.215 102.60 0.251 38.00 0.216 102.60

D21S1891 -- D21S1893 0.285 58.43 0.380 21.50 0.331 54.47 <<

D21S1893 -- D21S1906 0.341 30.20 0.470 12.12 0.313 30.90 >

D21S1906 -- D21S266 0.331 28.50 0.609 7.72 0.386 26.55 <<

D21S266 -- D21S1260 0.355 70.70 0.601 10.12 0.355 70.70

D21S1260 -- D21S1890 0.426 46.11 0.736 7.04 0.703 41.72 <<

D21S1890 -- D21S1885 0.592 80.09 0.859 2.81 0.578 80.18

D21S1885 -- D21S1912 0.564 50.77 0.742 3.57 0.617 50.37

D21S1912 -- D21S1903 0.597 66.35 0.894 1.96 0.613 66.27

D21S1903 -- D21S1897 0.620 59.58 1.179 0.98 0.627 59.53

D21S1897 -- D21S2057 0.734 5.67 1.022 0.73 0.658 5.69


