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The following supporting information is provided: first, a few details about the calculations

and superoperators introduced in the manuscript are provided. This is followed by a more in depth

discussion about the mechanism behind the relaxation selective pulses used in this work. Plots

of the diffusion selective pulses used in this work are also given, along with a table of spectral

integrals in the 1:1:1:3 H2O/DMSO/acetone/D2O solution after application of diffusion selective

pulses. Finally, details about the optimization algorithms used in generating relaxation/diffusion

selective pulses are provided.

Additional details about theory in main paper

In Eq. (2) of the main paper, ĤRF (ωRF (t), φ(t)), which is the superoperator representing an RF

pulse of amplitude ωRF (t) and phase φ(t), is given by:

ĤRF (ωRF , φ) = iωRF



0 0 0 0

0 0 e−iφ

2
− eiφ

2

0 eiφ 0 0

0 −e−iφ 0 0


(1)

The basic building block of implementing a diffusion selective pulse consists of placing an RF

pulse in the middle of a GRE block, as shown in Fig. 2(A) in the main text. The reason for this

is that the “zeroth”-order average Liouvillian for the kth block for k = 1 to k = Nc, LkGRE in

Eq. (7) of the main text, is correct to second-order in terms of average Liouvillian theory1 due

to the symmetry of the evolution. Furthermore, keeping only the zeroth-order average Liouvillian

in Eq. (7) of the main text and neglecting second-order and higher contributions is a reasonable

approximation as long as θk = 2πνRF tk � π
3
. Furthermore, the condition |ωIτc| � π

3
should

also be observed in order to avoid any DANTE-like resonances2 due to the inherent periodicity of

the implementation of diffusion selective pulse given in Fig. 2(A) of the main text. In principle,
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breaking this periodicity could be accomplished by varying the delays between GRE blocks, for

example, although one would need to be careful that the same effective T Eff.
2 was being generated

in the different GRE blocks.

Mechanism behind relaxation selective pulses

As described in the main text, the majority of relaxation selective pulses consist of two basic steps:

first, the initial equilibrium magnetization is attenuated and inverted by the relaxation selection

pulse over a time Tp − τD from ~Meq to ~MDSP (T2, T1, Tp − τD), which points along the −ẑ-

direction. The attenuation under the diffusion selective pulse,
∣∣∣ ~MDSP (T2, T1, Tp − τD)

∣∣∣, depends

upon the T1 and T2 of spins and the details of the relaxation selective pulse. In the second step,

the inverted magnetization undergoes a partial inversion recovery (T1 relaxation) for a time τD =

T Sel
1 ln

(
MDSP (T Sel

2 ,T Sel
1 )

Meq
+ 1

)
, giving a total pulse length of Tp for the relaxation selective pulse.

At the end of the relaxation selective pulse, those spins with T2 = T Sel
2 and T1 = T Sel

1 have had

their magnetization nulled, i.e.,
∣∣MDSP (T Sel

2 , T Sel
1 , Tp)

∣∣ ≈ 0. Typically for spins with T2 < T Sel
2 ,∣∣∣ ~MDSP (T2, T1, Tp − τD)

∣∣∣ < ∣∣∣ ~MDSP (T Sel
2 , T Sel

1 , Tp − τD)
∣∣∣ and thus ~MDSP (T2, T1, Tp) ends up with

ẑ-magnetization oriented along the +ẑ-direction after the inversion recovery period. For species

with T2 > T Sel
2 ,∣∣∣ ~MDSP (T2, T1, Tp − τD)

∣∣∣ > ∣∣∣ ~MDSP (T Sel
2 , T Sel

1 , Tp − τD)
∣∣∣ and thus ~MDSP (T2, T1, Tp) ends up

with ẑ-magnetization still oriented along the−ẑ-direction after the inversion recovery period. This

behavior is illustrated in Fig. 1 which shows the trajectories for magnetization under diffusion

selective pulses used in Fig. 2 and Fig. 4(C) of the main paper (the latter pulse is given in Fig.

3(A) in Supporting Information). As discussed above, the magnetization is inverted in all cases

and then undergoes T1 relaxation whereby those species with T2 = T Sel
2 are suppressed.
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Figure 1: Trajectories of the magnetization vectors with different values of T2 under two different
diffusion selective pulses. (A) Under the diffusion selective pulse designed to suppress the magne-
tization for species with T Sel

2 = 91 ms (Tp = 1.8408 s) used in Fig. 2 in the main manuscript, the
trajectories of the magnetization for species with T2 = 20 ms (red curve), T2 = 91 ms = T Sel

2 (blue
curve), and T2 = 200 ms (black curve) are shown. In all case, the magnetization is inverted from
equilibrium, after which the magnetization undergoes inversion recovery. For T2 = 20 ms < T Sel

2

(red curve), the magnetization ends up being oriented along the +ẑ-direction; for T2 = 200 ms
> T Sel

2 (black curve), the magnetization ends up being along −ẑ-direction, and for T2 = T Sel
2 = 91

ms (blue curve), the magnetization ends up being nulled at time Tp = 1.8408 s. (B) The trajectories
of the magnetization during the diffusion selective pulse used in Fig. 4(C) in the main paper [and
given in Fig. 3(A)] are shown for species with T2 = 69.35 ms (blue curve) and T2 = T Sel

2 = 158.6
ms (red curve). Similar to the trajectories in (A), the diffusion selective pulse ends up inverting
the magnetization of both species although the species with T2 = 69.35 ms < T Sel

2 ends up with
magnetization along the +ẑ-direction (blue curve) whereas the species with T2 = T Sel

2 = 158.6 ms
ends up being nulled at the end of the diffusion selective pulse.
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Diffusion selective pulses used in Figs. 3 and 4 of the main text

Figures 2 and 3 give the pulse lengths, tk, and phases φk, for the diffusion selective pulses used

in Fig. 3 and Fig. 4 in the main text. In Fig. 2, the diffusion selective pulses were imple-

mented using the sequence in Fig. 2(A) in order to selectively suppress signals in a 1:1:1:3

v/v/v/v H2O/DMSO/acetone/D2O solution based upon the effective relaxation times under the

GRE blocks. The water, acetone, and DMSO resonances were suppressed using the diffusion

selective pulses given in Fig. 2(B), 2(C), and 2(D), respectively.

The integrals of the spectra in the H2O/DMSO/acetone solution [Fig. 3(C) in the main text]

from the remaining transverse and ẑ− magnetization after application of diffusion selective pulses

given in Fig. 2 are given in Table 1. In most cases, the resulting attenuation of magnetization after

application of the diffusion selective pulses was typically less than the theoretical predictions given

by Eq. (6) in the main text, although in some cases larger signals were observed as given in Table

1. In these cases, differences in T1,I and/or chemical shifts can reduce the overall magnetization

attenuation of the diffusion selective pulses as predicted from Eq. (6) in the main text. In Fig. 3,

diffusion selective pulses that were used in the imaging experiments shown in Figure 4 of the main

text are present with additional details given in Fig. 3’s caption.

Application of the GRAPE method to optimize RF pulses

In many problems in NMR, we are interested in finding an RF pulse,
(
ωRF (t)

)
φ(t)

, that minimizes a

given cost functional, Φ
[
Ωspectral, (ω

RF (t))φ(t), ηRF , ωZ , ~M(Tp)
]
, which depends upon the spectral

parameters [Ωspectral ∈ T1, T2, chemical shifts, J-couplings, etc.], RF and B0 inhomogeneity, which

are represented by ηRF and ωZ , respectively [where the dimensionless parameter ηRF represents

an RF scaling factor with ηRF = 1 for a perfectly calibrated pulse, and ωZ represents a local

resonance offset], and the final state of the magnetization at the end of the RF pulse of length Tp,
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Figure 2: Diffusion selective pulses designed to selectively suppress signals in a 1:1:1:3
H2O/DMSO/acetone/D2O solution used in Fig. 3 of the main text. (A) The basic pulse sequence
used to implement the diffusion selective pulses, where a π-pulse was placed roughly in the middle
([z]+ = ceiling of z) of the sequence. In all experiments, g = 44.7 G/cm, δ = 3 ms, ∆ = 4 ms,
td = 400µs, τc = 15.6 ms, and the RF transmitter was placed at the average frequency offset
of δtransmitter = 3.22 ppm. (B) Diffusion selective pulse (Nc = 27, νRF = 1558 Hz, Tp = 421.2
ms, and T Sel

2 = 37 ms) designed to suppress the water resonance. (C) Diffusion selective pulse
(Nc = 42, νRF = 953 Hz, Tp = 655.2 ms, and T Sel

2 = 58 ms) designed to suppress the acetone res-
onance. (D) Diffusion selective pulse (Nc = 57, νRF = 902 Hz, Tp = 889.2 ms, and T Sel

2 = 71 ms)
designed to suppress the DMSO resonance. The spectra after application of the diffusion selective
pulses were given in Fig. 3(C) of the main text with the corresponding integrals of the spectra
given in Table 1.
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Figure 3: Diffusion selective pulses designed to selectively suppress signals in an imaging phantom
used in Figure 4 of the main text. In all experiments, g = 23.92 G/cm, δ = 3 ms, ∆ = 5.11 ms,
td = 500µs, and τc = 18.45 ms. (B) Diffusion selective pulse (Nc = 43, νRF = 1808 Hz,
Tp = 793.35 ms, and T Sel

2 = 158.6 ms) designed to suppress the water resonance in a 1:1 v/v
H2O/DMSO-d6 solution with pH= 4.56 (placed in 2mm coaxial insert). (C) Diffusion selective
pulse (Nc = 17, νRF = 6745 Hz, Tp = 313.65 ms, and T Sel

2 = 69.35 ms) designed to suppress
the water resonance in a [Gd+3]=88µM solution in 1:1 v/v H2O/D2O sample (placed in outer 5mm
tube). Images taken after application of these diffusion selective pulses were given in Fig. 4(C)
and 4(D) of the main text.

7



Table 1: Observed integrals for diffusion-selective pulses [Fig. 2] applied to a 1:1:1:3 v/v/v/v
DMSO/acetone/H2O/D2O solution [Fig. 3 from main text]

T sel
2 (ms) Species

∣∣∣MZ

Meq

∣∣∣ ∣∣∣M+

Meq

∣∣∣ ∣∣∣ ~M
Meq

∣∣∣
Theor.

[Eq. 6 (main text)]

[Fig. 2(B)] DMSO 3.33×10−1 7.7× 10−2 3.14× 10−1

37.1 acetone 1.23×10−1 1.9× 10−3 2.22× 10−1

H2O 1.3×10−2 2× 10−3 0

[Fig. 2(C)] DMSO 7.0× 10−2 3× 10−3 9.9× 10−2

58.3 acetone 6× 10−3 3× 10−3 0
H2O 2.5× 10−2 1.3× 10−2 2.22× 10−1

[Fig. 2(D)] DMSO 6× 10−3 3× 10−3 0

71.2 acetone 1.24× 10−1 2.1× 10−2 9.9× 10−2

H2O 2.54× 10−1 8.8× 10−2 3.14× 10−1

~M(Tp) = MZ(Tp)ẑ +MX(Tp)x̂+MY (Tp)ŷ, which can be calculated from:

M(Tp) =



1

MZ(Tp)

MX(Tp)

MY (Tp)


= 1 + ~M(Tp)

= T̂ exp

(∫ Tp

0

dt′
[
ηRF

(
ωRF
X (t′)

̂̂
IX + ωRF

Y (t′)
̂̂
IY

)
+ ωZ

̂̂
IZ +

̂̂L(Ωspectral)

])
M(0) (2)

~M(Tp) =
(
ẑ (ẑ)

T
+ x̂ (x̂)

T
+ ŷ (ŷ)

T
)
M̂(Tp) (3)

where T̂ represents the Dyson-time ordering operator, ẑ =



0

1

0

0


, x̂ =



0

0

1

0


, ŷ =



0

0

0

1


,

and M(0) = 1 + ~M(0) = 1 +Meqẑ. In Eq. (2), ̂̂IX , ̂̂IY and ̂̂IZ represent spin-1/2 superoperators,
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which are given by:

̂̂
IZ =



0 0 0 0

0 0 0 0

0 0 0 1

0 0 −1 0



̂̂
IX =



0 0 0 0

0 0 0 −1

0 0 0 0

0 1 0 0



̂̂
IY =



0 0 0 0

0 0 1 0

0 −1 0 0

0 0 0 0


(4)

and ̂̂L(Ωspectral) represents the time-independent Liouvillian during the time Tp. When
(
ωRF (t)

)
φ(t)

can be approximated by a series ofN , piecewise constant rectangular pulses as illustrated in Fig. 4,

where the amplitude, phase, and length of the kth− pulse is given by ωRFk , φk, and τk, respectively,

then M(Tp) with Tp =
∑N

k=1 τk can be approximated by:

M(Tp) ≈

(
T̂

N∏
k=1

V̂k(Ωspectral, ωZ , ηRF , ω
RF
X,k, ω

RF
Y,k , τk)

)
M(0)

≈ 1 + ~M(Tp) = 1 +
(
ẑ (ẑ)T + x̂ (x̂)T + ŷ (ŷ)T

)
M̂(Tp) (5)

where ωRFX,k = ωRFk cos(φk), ωRFY,k = ωRFk sin(φk), and

V̂k(Ωspectral, ωZ , ηRF , ω
RF
X,k, ω

RF
Y,k , τk) = exp

(
τk

[
ηRF

(
ωRFX,k

̂̂
IX + ωRFY,k

̂̂
IY

)
+ ωZ

̂̂
IZ +

̂̂L(Ωspectral)

])
(6)
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represents the propagator during the time
∑k−1

j=1 τj ≤ t ≤
∑k

j=1 τj under the kth rectangular pulse.

For a T2− selective pulse, the cost functional Φ
[
Ωspectral, ηRF , ωZ , ~M(Tp)

]
should be mini-

mized for a
(
ωRF (t)

)
φ(t)

that results in
∣∣∣ ~M(Tp)

∣∣∣ ≈ 0 for T2 = T Sel
2 while minimally attenuating

| ~M(Tp)| for those spins with T2 6= T Sel
2 . One way to find such an

(
ωRF (t)

)
φ(t)

is by using the

GRAPE algorithm.3 The GRAPE algorithm works as follows: defining the following propagators

for k = 1 to k = N :

̂̂
U
F

k = T̂

k∏
j=1

̂̂
V j(Ωspectral, ωZ , ηRF , ω

RF
X,j , ω

RF
Y,j , τj) (7)

along with ̂̂UB

1 =
̂̂
1, and

̂̂
U
B

k = T̂
k∏
j=2

̂̂
V N−j+2(Ωspectral, ωZ , ηRF , ω

RF
X,N−j+2, ω

RF
Y,N−j+2, τN−j+2) (8)

for k = 2 to k = N , ~M(Tp) can be determined from Eq. (5) by:

~M(Tp) =
(
ẑ (ẑ)T + x̂ (x̂)T + ŷ (ŷ)T

) ̂̂
U
F

NM̂(0) (9)

where we used the fact that M(Tp) =
̂̂
U
F

NM(0). Denoting ~ωRFX =
(
ωRFX,1, ω

RF
X,2, · · · , ωRFX,N−1, ω

RF
X,N

)
and ~ωRFY =

(
ωRFY,1 , ω

RF
Y,2 , · · · , ωRFY,N−1, ω

RF
Y,N

)
, the GRAPE algorithm finds the appropriate ~ωRFX

and ~ωRFY that minimize Φ by updating the kth pulse to
(
ωRFX,k

)new
=
(
ωRFX,k

)old − λstepδωX,k and(
ωRFY,k

)new
=
(
ωRFY,k

)old − λstepδωY,k for k = 1 to k = N , where:

δωX,k =

〈(
δΦ

δMZ

zT +
δΦ

δMX

xT +
δΦ

δMY

yT
)(

ηRF τk
̂̂
U
B

N−k+1
̂̂
HX

̂̂
U
F

k M̂(0)

)〉
δωY,k =

〈(
δΦ

δMZ

zT +
δΦ

δMX

xT +
δΦ

δMY

yT
)(

ηRF τk
̂̂
U
B

N−k+1
̂̂
HY

̂̂
U
F

k M̂(0)

)〉
(10)

In Eq. (10), 〈· · · 〉 represents a (possible) average over parameters [e.g., T2’s, ηRF , ωZ , etc.], and
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Figure 4: (A) An RF pulse,
(
ωRF (t)

)
φ(t)

, that is approximated by N , piecewise constant rectangu-
lar pulses, where the kth pulse has amplitude, phase, and length of ωRFk , φk, and τk, respectively.
As illustrated in (A), the

(
ωRF (t)

)
φ(t)

was approximated by N = 20 rectangular pulses. In the
GRAPE algorithm,3 the individual ωRFk and φk are optimized by iterating Eq. (10). (B) The
GRAPE algorithm can also be used to optimize the individual ωRFk and φk in the presence of fixed
RF pulses [(Θ4)φ4−, (Θ8)φ8−, and (Θ13)φ13 − pulses as illustrated in (B)] by iterating Eq. (15).
(C) For a pulse sequence consisting ofN small-flip (θk)φk − pulses with θk = ωRFk tp applied in be-
tween periods of free evolution of time τD (with τc = 2τD + tp) and fixed RF pulses, the individual
ωRFk and φk of the (θk)φk − pulses can be optimized by iterating Eq. (19).
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δΦ
δMj

represents functional derivatives of Φ with respect to Mj for j = X, Y, Z. In this case, the

algorithm is iterated until convergence is achieved (additional details of the implementation, such

as line searches to determine the best λstep and time scaling, have been previously reported4).

Optimizing
(
ωRF (t)

)
φ(t)

in the presence of a fixed set of RF pulses

In some instances,
(
ωRF (t)

)
φ(t)

needs to be applied in the presence of a series of fixed, RF pulses,

e.g., applying a selective excitation pulse in the presence of homonuclear decoupling5 or requir-

ing a π− pulse be applied in the middle of the sequence to refocus B0 inhomogeneity, etc. In

this case, a modified version of the GRAPE algorithm can be employed. Consider determining

a
(
ωRF (t)

)
φ(t)

that minimizes some cost function Φ in the presence of a set of fixed RF pulses.

Assume again that
(
ωRF (t)

)
φ(t)

can be represented by N , piecewise constant rectangular pulses,

but with up to N additional, fixed RF pulses that are interspersed within the sequence. This is

illustrated in Fig. 4(B), where N = 17, and three different, fixed RF pulses are applied: a (Θ4)φ4−

pulse [applied directly after the
(
ωRF4

)
φ4
− pulse], a (Θ8)φ8− pulse [applied directly after the(

ωRF8

)
φ8
− pulse], and a (Θ13)φ13− pulse [applied directly after the

(
ωRF13

)
φ13
− pulse]. Defining

the following propagators for k = 1 to k = N :

̂̂
U
F

RF,k = T̂
k∏
j=1

̂̂
Rj
̂̂
V j(Ωspectral, ωZ , ηRF , ω

RF
X,j , ω

RF
Y,j , τj)

(11)

where ̂̂V j is given in Eq. (6), and

̂̂
Rj = exp

(
tj

[
ηRF

(
Θj

tj
cos(φj)

̂̂
IX +

Θj

tj
sin(φj)

̂̂
IY

)
+ ωZ

̂̂
IZ +

̂̂L(Ω′Spectral)

])
(12)

represents the propagator for a rectangular RF pulse pulse of length tj with a nominal flip angle of

Θj 6= 0. If Θj = 0, then tj = 0 and so ̂̂Rj =
̂̂
1 representing the fact that no RF pulse was applied.
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Note that in Eq. (12), ̂̂L(Ω′Spectral) need not be the same as ̂̂L(Ωspectral) found in Eq. (6).

Further define ̂̂UB

RF,1 =
̂̂
1, and

̂̂
U
B

k = T̂

k∏
j=2

̂̂
RN−j+2

̂̂
V N−j+2(Ωspectral, ωZ , ηRF , ω

RF
X,N−j+2, ω

RF
Y,N−j+2, τN−j+2) (13)

for k = 2 to k = N , ~M(Tp) can be written as:

~M(Tp) =
(
ẑ (ẑ)T + x̂ (x̂)T + ŷ (ŷ)T

) ̂̂
U
F

RF,NM̂(0) (14)

In this case, the GRAPE algorithm can be used to find the appropriate ~ωRFX and ~ωRFY that minimize

Φ by updating the kth pulse to
(
ωRFX,k

)new
=
(
ωRFX,k

)old − λstepδωX,k and
(
ωRFY,k

)new
=
(
ωRFY,k

)old −

λstepδωY,k for k = 1 to k = N , where

δωX,k =

〈(
δΦ

δMZ

zT +
δΦ

δMX

xT +
δΦ

δMY

yT
)(

ηRF τk
̂̂
U
B

RF,N−k+1
̂̂
Rk
̂̂
HX

(̂̂
Rk

)−1 ̂̂
U
F

RF,kM̂(0)

)〉

δωY,k =

〈(
δΦ

δMZ

zT +
δΦ

δMX

xT +
δΦ

δMY

yT
)(

ηRF τk
̂̂
U
B

RF,N−k+1
̂̂
Rk
̂̂
HY

(̂̂
Rk

)−1 ̂̂
U
F

RF,kM̂(0)

)〉
(15)

Eq. (15) can be iterated until a desired level of convergence has been achieved.

Optimizing a series of small flip-angle pulses

When implementing diffusion selective pulses, pulsed field gradient blocks were utilized to gener-

ate an effective Liouvillian over the time τc, with (θk)φk − pulses of fixed length tp placed in the

middle of the pulsed field gradient blocks in order to generate a diffusion selective pulse, where

θk = ωRFk tp. This is illustrated in Fig. 4(C). In this case, for a given ̂̂L(Ω′′spectral) that was generated

during the times τC , the various small-flip pulses can be optimized in order to minimize a given Φ.

13



Let ̂̂UD = exp

(
τD
̂̂
L(Ω′′spectral)

)
, and define the following propagators for k = 1 to k = N :

̂̂
U
F

delay,k = T̂
k∏
j=1

̂̂
Rj
̂̂
UD
̂̂
V j(Ωspectral, ωZ , ηRF , ω

RF
X,j , ω

RF
Y,j , tp)

̂̂
UD

(16)

where ̂̂V j is given in Eq. (6), and ̂̂Rj is defined in Eq. (12). Note that ̂̂L(Ωspectral) during the small-

flip angle pulses may be different than the ̂̂L(Ω′′spectral) during the times τD and ̂̂L(Ω′spectral) during

the fixed RF pulses. Further, define ̂̂UB

delay,1 =
̂̂
1, and

̂̂
U
B

delay,k = T̂
k∏
j=2

̂̂
RN−j+2

̂̂
UD
̂̂
V N−j+2(Ωspectral, ωZ , ηRF , ω

RF
X,N−j+2, ω

RF
Y,N−j+2, tp)

̂̂
UD (17)

for k = 2 to k = N , then ~M(Tp) can be written as:

~M(Tp) =
(
ẑ (ẑ)T + x̂ (x̂)T + ŷ (ŷ)T

) ̂̂
U
F

delay,NM̂(0) (18)

In this case, the GRAPE algorithm finds the appropriate ~ωRFX and ~ωRFY for the small-flip an-

gle pulses that minimize Φ by updating the kth pulse to
(
ωRFX,k

)new
=
(
ωRFX,k

)old − λstepδωX,k and(
ωRFY,k

)new
=
(
ωRFY,k

)old − λstepδωY,k for k = 1 to k = N , where

δωX,k =

〈(
δΦ

δMZ
zT +

δΦ

δMX
xT +

δΦ

δMY
yT
)(

ηRF tp
̂̂
U

B

delay,N−k+1
̂̂
Rk
̂̂
UD

̂̂
HX

(̂̂
UD

)−1(̂̂
Rk

)−1 ̂̂
U

F

delay,kM̂(0)

)〉

δωY,k =

〈(
δΦ

δMZ
zT +

δΦ

δMX
xT +

δΦ

δMY
yT
)(

ηRF tp
̂̂
U

B

delay,N−k+1
̂̂
Rk
̂̂
UD

̂̂
HY

(̂̂
UD

)−1(̂̂
Rk

)−1 ̂̂
U

F

delay,kM̂(0)

)〉
(19)

Eq. (19) can be iterated until some desired level of convergence has been achieved. The diffusion

selective pulses in Fig. 4 of the manuscript utilized this version of the GRAPE algorithm.
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