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20 Nomenclature

21 ACC Area control center
22 AEDT Aviation Environmental Design Tool
23 AEIC Aviation Emissions Inventory Code
24 AFR Air-to-Fuel Ratio
25 AGWP Absolute global warming potential (yr W m-2 kg-1)
26 AGTP Absolute global temperature potential
27 ATD Air traffic density (km-1 h-1)
28 ATM Air traffic management
29 BADA Base of Aircraft Data 
30 BC Black carbon
31 cp,a Heat capacity at constant pressure of air (= 1005 J kg-1 K-1)
32 cp,e Heat capacity for combustion products (= 1250 J kg-1 K-1)
33 CBC,c Black carbon mass concentration at the combustor exit
34 CBC,e Black carbon mass concentration at the engine exit plane
35 CBC,i Black carbon mass concentration at the instrument sampling point
36 CD Coefficient of drag
37 CERM Contrail Evolution and Radiation Model
38 CI Confidence interval
39 CoCiP Contrail Cirrus Prediction Model
40 d Distance travelled by an aircraft between waypoints (m)
41 D Aerodynamic drag (N)
42 Dfm Mass mobility exponent
43 DTEM Transmission electron microscopy exponent
44 DAC Double annular combustor
45 ECMWF European Centre for Medium-Range Weather Forecasts
46 EDB Aircraft Emissions Databank
47 ENRI Electronic Navigation Research Institute
48 EF Contrail energy forcing (J or J m-1 )
49 EICO2 Emissions index for CO2 (= 3.15 kg kg-1)
50 EIm Black carbon mass emissions index (g kg-1)
51 EIn Black carbon number emissions index (kg-1)
52 ERA5 EDA ECMWF Reanalysis 5, ten-member ensemble
53 ERA5 HRES ECMWF Reanalysis 5, high resolution realisation
54 ETA Overall propulsion efficiency
55 F Aircraft engine thrust (N)
56 F00,max Maximum rated thrust at sea level with zero speed (N)
57 F/F00,max Aircraft engine thrust setting as a % of F00,max (also equivalent to / )𝑚f 𝑚f,max
58 FA Fractal Aggregates
59 FAA Federal Aviation Administration
60 FOA3 First Order Approximation-3
61 FOX Formation and Oxidation method
62 GCM General circulation model
63 GMD Geometric mean diameter 
64 GS Ground speed (m s-1)
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65 GSD Geometric standard deviation
66 Hp Aircraft altitude (feet)
67 IAGOS In-Service Aircraft for a Global Observing System
68 ICAO International Civil Aviation Organization 
69 ImFOX Improved Formation and Oxidation method
70 ISSR Ice supersaturated region
71 IWC Specific ice water content (g m-3)
72 kTEM Transmission electron microscopy prefactor
73 LCV Lower calorific value of kerosene (= 43.2 MJ kg-1)
74 LES Large eddy simulations
75 LW Longwave radiative forcing (W m-2)
76 Ma Mach Number
77 m0 Initial aircraft mass (kg)
78 Aircraft fuel mass flow rate (kg s-1)𝑚f
79 Aircraft maximum fuel mass flow rate on the ground (kg s-1)𝑚f,max
80 MODIS Moderate Resolution Imaging Spectroradiometer
81 MOZAIC Measurement of Ozone and Water Vapour by Airbus in-service aircraft
82 NMB Normalised mean bias
83 OLR Outgoing longwave radiation (W m-2)
84 Pamb Ambient pressure (Pa)
85 pice Saturation pressure over ice water surfaces (Pa)
86 P2 Compressor inlet pressure (Pa)
87 P3 Combustor inlet pressure (Pa)
88 PN Particle number
89 PSD Particle size distribution
90 q Specific humidity (kg kg-1)
91 Q Volume of exhaust gas per kg of fuel burned (m3 kg-1)
92 R0 Real gas constant for air (= 287.05 m2 K-1 s-2)
93 R1 Real gas constant for water vapour (= 461.51 m2 K-1 s-2)
94 Rearth Radius of the earth (=  m)6.371 × 106

95 R2 Coefficient of determination
96 RHi Relative humidity with respect to ice
97 RHic Enhancement of specific humidity by division of RHic (= 0.9)
98 ROCD Rate of climb and descent (ft min-1)
99 RF Radiative forcing (W m-2)

100 RFʹ Local contrail radiative forcing, change in energy flux per contrail area (W m-2)
101 RMSE Root mean square error
102 RNP Required Navigation Performance
103 RSR Reflected solar radiation (W m-2)
104 S Reference wing surface area
105 SEarth Surface area of Earth (= )5.101 × 1014 m2

106 SAC Single annular combustor
107 SCOPE11 Smoke Correlation for Particle Emissions CAEP11
108 SDR Solar direct radiation (W m-2)
109 SFC Specific fuel consumption (kg s-1 N-1)
110 SG Savitzky-Golay filter
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111 SN Smoke number
112 SW Shortwave radiative forcing (W m-2)
113 SI Supporting Information
114 T Thrust acting parallel to the aircraft velocity vector (N)
115 T2 Compressor inlet temperature (K)
116 T3 Combustor inlet temperature (K)
117 T4/T2 Ratio of turbine inlet to the compressor inlet temperature
118 T4 Turbine inlet temperature (K)
119 Tamb Ambient temperature (K)
120 Tfl Flame temperature at the combustion chamber (K)
121 TAS True airspeed (m s-1)
122 TISR Incident solar radiation at the top of atmosphere (J m-2)
123 TSR Top net solar radiation (J m-2)
124 TTR Top net thermal radiation (J m-2)
125 TEM BADA total energy model
126 TOA Top of the atmosphere
127 U Horizontal wind component, U-direction (m s-1)
128 UID Aircraft engine unique identification number
129 V Horizontal wind component, V-direction (m s-1)
130 Zice Contrail ice particle number per unit volume of air (m-3)
131 δloss Correction to account for particle losses at the instrument sampling point (nm)
132  Aircraft engine compressor efficiency (= 0.9)𝑛𝑝
133  Material density of black carbon (= 1770 kg m-3)𝜌0
134  Effective density of black carbon aggregates (= 1000 kg m-3)𝜌eff
135  Density of air at the combustor exit𝜌4
136  Ambient air density (= 1.2 kg m-3)𝜌𝑎
137 τ Contrail optical depth
138 τc Optical depth of natural cirrus
139 ω Vertical velocity (Pa s-1)
140  Ratio of specific heats (= 1.4)𝛾
141  Maximum engine pressure ratio at sea level static conditions𝜋00
142 [A, B] 95% confidence interval, where A is the lower bound and B is the upper bound
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181 S1 Summary of Overall Methodology

182 A flow chart of the overall methodology used to achieve the aims and objectives of this study is 

183 shown in Figure S1. 

184 In summary, aircraft trajectory data over the Japanese Airspace is provided by an aircraft activity 

185 dataset, the CARATS Open Data1, which is further described in §S2.1. Given the 3D trajectories, 

186 the fuel consumption and engine thrust settings for each aircraft is then estimated using the Base 

187 of Aircraft Data (BADA) total energy model2 (highlighted in §S2.3). Next, we apply the newly 

188 developed Fractal Aggregates (FA) model3 (discussed in §S3) to estimate the aircraft black carbon 

189 (BC) number emissions index (EIn in kg-1) for specific aircraft-engine types and different engine 

190 powers. This approach improves the current assumption made by existing studies in specifying a 

191 constant EIn for all aircraft types and operating conditions. The estimated EIn, together with 

192 meteorological data from the European Centre for Medium-Range Weather Forecasts (ECMWF) 

193 is then used as inputs to the Contrail Cirrus Prediction Model (CoCiP)4 to model the contrail 

194 characteristics and climate forcing with an uncertainty bound (§S4 and §S5). Finally, two 

195 mitigation strategies with different timeframes are proposed to minimise the climate forcing of 

196 aircraft contrails: (i) A small-scale strategy of selectively diverting flights with the largest contrail 

197 forcing could be implemented at present day (§S6); and (ii) a widespread adoption of new 

198 technologies such as aircraft powered by cleaner-burning double annular combustor (DAC) 

199 engines could be implemented over the long term (§S7).

200

201 Figure S1: Flow chart of the overall methodology to achieve the aims & objectives of this study.

202
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203 S2 Aircraft Activity Dataset: CARATS Open Data

204 S2.1 Background Information

205 The CARATS Open Data is an aircraft activity dataset supplied by the Electronic Navigation 

206 Research Institute (ENRI) that contains high-resolution trajectory data from individual aircraft in 

207 the four main Area Control Centers (ACC) in Japan: Tokyo, Fukuoka, Sapporo and Naha ACC. 

208 For each waypoint, the following variables are provided: 

209  Times in Japan Standard Time (JST, GMT+9)

210  Flight ID (censored)

211  Latitude, longitude (in degrees) and altitude (in feet).

212  ICAO aircraft type designator. 

213 The aircraft 3D positional data (latitude, longitude and altitude) is tracked and recorded 

214 approximately every 10 s by en-route radars, which are operated by the Ministry of Land 

215 Infrastructure and Transport’s Civil Aviation Bureau. One-week periods of continuous air traffic 

216 data are recorded bimonthly from May 2012 to March 2013, and detailed time periods provided 

217 by the CARATS Open Data are presented in Table S1. 

218 Table S1: Detailed time periods provided by the CARATS Open Data

Year Week Start End Duration (Days)
1 07-May 13-May 7
2 09-Jul 15-Jul 7
3 03-Sep 09-Sep 7

2012

4 05-Nov 11-Nov 7
5 07-Jan 13-Jan 7

2013
6 04-Mar 10-Mar 7

TOTAL 42
219 * For each week, all data starts on a Monday (15:00 UTC) and ends on a Sunday (14:59 UTC)

220 Figure S2 shows the aircraft trajectories and a two-dimensional (2D) visualisation of the spatial 

221 domain that is covered by the CARATS Open Data, while Figure S3 provides a three-dimensional 

222 (3D) visualisation of the same data. We note that international flights (42.5% of flights in the 

223 dataset) have incomplete trajectories because the aircraft position outside the Japanese airspace 

224 are not recorded. On a given day, 57.5% of the flights have an origin-destination pair within Japan 

225 (identified when a flight records a climb, cruise and descent phase), 15.0% of flights originates 
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226 from Japan to an international destination, 15.2% of flights land in Japan from an international 

227 origin, while 12.3% of the flights are overflights with no recorded take-off & landings in Japan 

228 (red trajectories in Figure S3). 

229
230 Figure S2: 2D visualisation of all flight trajectories in the CARATS Open Data on the 7th of May 2012.

231
232 Figure S3: 3D visualisation of all flight trajectories in the CARATS Open Data on the 7th of May 2012. Flights 
233 that takes-off and/or land in Japan are marked with a black trajectory (87.7% of flights), while international 
234 overflights are marked with a red trajectory (12.3% of flights). 
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235 We note that approximately 9% of the flights in the CARATS Open Data are turboprops (Figure 

236 S4). However, given that nearly 90% of the contrails are formed at altitudes of between 7.5 km 

237 (24,500 feet) to 18.7 km (60,000 feet)5, turboprops generally do not contribute to contrail 

238 formation as their altitudes do not exceed 25,000 feet (shown in the histogram in Figure S5). 

239

240 Figure S4: 3D visualisation of trajectories from turboprop aircraft (red trajectories) which generally flies at a 
241 lower altitude relative to jet aircraft (black trajectories), no higher than 25,000 feet. 

242

243 Figure S5: Altitude distribution for all waypoints from turboprop aircraft on the 7th of May 2012. 
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244 S2.2 Error Correction, Data Smoothing & Calculation of Required Parameters

245 Distinct patterns of erroneous data that are included in the CARATS Open Data were previously 

246 reported by the Japan Civil Aviation Bureau (JCAB)1. The errors include duplicated waypoints 

247 (0.24% of the dataset), waypoints with zero altitudes (0.06% of the dataset; example shown in 

248 Figure S6a) or above the service ceiling altitude of a given aircraft type (0.002% of the dataset), 

249 and an unrealistic rate of climb and descent (ROCD) that exceed the aircraft specifications (0.04% 

250 of the dataset; example shown in Figure S6b). 

251 Firstly, for sets of waypoints originating from the same flight, consecutive rows of data that have 

252 the same longitude, latitude, and altitude are flagged as duplicates and removed. We then attempt 

253 to correct the altitude of erroneous waypoints with an unrealistic ROCD or altitude (zero in mid-

254 flight or above the service ceiling altitude of an aircraft) via linear interpolation if the calculated 

255 ROCD between waypoint (i-1) to (i+j) is computed to be within the aircraft performance 

256 specifications of the given aircraft type provided by Eurocontrol2. A constraint of jmax=5, which 

257 limits the correction algorithm to look up to 5 waypoints ahead is typically sufficient to rectify up 

258 to 80% of the erroneous waypoints. The remaining 20% of erroneous waypoints that do not fit 

259 with the criterion (of having a realistic ROCD after interpolation) are subsequently removed from 

260 the dataset. Figure S6 provide examples of the flight trajectories (in red) that have been corrected 

261 with the above methodology.

262

263 Figure S6: Examples of erroneous waypoints (trajectories in blue) with (a) zero altitudes, and (b) an unrealistic 
264 ROCD that exceeds their respective aircraft performance. The erroneous waypoints are subsequently corrected 
265 using linear interpolation (trajectories in red). 
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266 The presence of aircraft positional errors (mainly the latitude and longitude) was highlighted6 in 

267 the CARATS Open Data. This is due to the use of radar to track aircraft positions where the radar 

268 accuracy is ± 4.0 NM (or ± 7400 m) for a Required Navigation Performance (RNP) Type 4 

269 standard7. Given that aircraft positional data is recorded every 10s throughout the flight, we note 

270 that these errors are non-cumulative and are likely to average out8. Nevertheless, prior to estimating 

271 several variables such as the distance between waypoints, ground speed (GS), and true air speed 

272 (TAS), we smoothed the latitude, longitude and altitude data using a Savitzky-Golay (SG) filter, 

273 which uses a linear least squares methodology to fit successive segments of data points with a low-

274 degree polynomial9. The SG filter is able to better preserve the shape and features of the original 

275 dataset, while the order of polynomial provides the flexibility to focus on narrower or broad 

276 features10,11. These characteristics are an advantage relative to a simple moving average, where a 

277 bias could be introduced if the second derivative of the underlying dataset or function is non-zero10. 

278 For the smoothing of aircraft positional data (latitude, longitude and altitude), we used a time 

279 period of 12 corresponding to approximately two minutes of data8, and a second order polynomial 

280 to capture narrower features, such as cases where aircraft trajectories change rapidly. Figure S7a 

281 presents the data smoothing results with a SG filter for an aircraft trajectory in a holding pattern. 

282 The results show that the use of a second-order polynomial in the SG filter is superior relative to 

283 a simple moving average in terms of capturing narrower features in the smoothed trajectory. 

284 The distance travelled by an aircraft between waypoints (d) is calculated using the Haversine 

285 Formula12, 

𝑑 [m] = (𝑑vertical
2 + 𝑑horizontal

2)0.5 (S1)

where   ,𝑑vertical[m] = Altitude(i + 1) ― Altitude(i) (S2)

, and𝑑horizontal[m] = 𝑅earth × [2 × atan2( 𝑎, 1 ― 𝑎 )] (S3)

𝑎 = (sin (𝛿 lat
2 ))2

+ cos (lat1)cos (lat2)(sin (
𝛿 lon

2 ))2

, (S4)

286 where Rearth is the radius of Earth (  m), and  and  are the difference in latitude 6.371 × 106 𝛿lat 𝛿lon

287 and longitude between two waypoints in radians. 
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288 Next, the GS is computed by dividing the distance travelled with the time difference between two 

289 waypoints, while the TAS is converted from the GS using ambient wind data from the European 

290 Centre for Medium-Range Weather Forecast (ECMWF) ERA5 ten-member ensemble (EDA)13, 

,VTAS [m s ―1] = (TA𝑆Lon
TA𝑆Lat) = (G𝑆Lon

G𝑆Lat) ― (ERA5U
ERA5V) (S5)

291 where ERA5U and ERA5V are the U- and V-component of wind from the ERA5 EDA reanalysis. 

292

293 Figure S7: Examples of the smoothed trajectories using the SG filter on the (a) latitude and longitude (second-
294 order polynomial), and (b) TAS (first-order polynomial) from an example flight in the CARATS Open Data. 
295 For both cases, the SG filter is applied with a time period of 12. 

296 Given that time data is reported as an integer second in the CARATS Open Data, errors due to the 

297 rounding of time will lead to additional uncertainties and noise in the estimated ground speed and 

298 TAS. We note that this error source could be significant as each waypoint is only 10s apart. To 

299 address this, the estimated TAS is smoothed again with the SG filter (120 s time period8 and a 

300 first-order polynomial to minimise the effects of unrealistic peaks and troughs in the TAS), and 

301 then re-smoothed for the second time similar to the methodology of the European Commission14. 

302 Figure S7b shows that the large noise in the TAS is significantly reduced following the use of a 

303 SG filter, and this is crucial in obtaining realistic values for the estimated fuel mass flow rate ( ) 𝑚f

304 as will be shown in Figure S8 in §S2.3. 

305 Finally, we calculate the Mach number (Ma) for each waypoint, 
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Ma =
VTAS

𝜅R𝑇amb
, (S6)

306 where  is the ratio of heat capacities of air (1.4), R0 is the real gas constant for air (287.05 m2 K-𝜅

307 1 s-2), and Tamb is the ambient temperature (in Kelvins) obtained from the ERA5 EDA. Using Eq. 

308 (S6), the Ma is estimated to range from 0.70 to 0.85 during the cruise phase of flight (Figure S8). 

309
310 Figure S8: Mach number distribution for all waypoints above 25,000 feet on the 7th of May 2012. 

311 S2.3 Calculation of Aircraft Mass and Fuel Consumption 

312 The Base of Aircraft Data Version 3.12 (BADA 3) total energy model (TEM) by Eurocontrol2 is 

313 used to estimate the thrust,  (in units of kg s-1) and aircraft mass (m) for each waypoint,𝑚f

,(𝑇 ― 𝐷)𝑉TAS = mg0
𝑑ℎ
𝑑𝑡 + m𝑉TAS

𝑑𝑉TAS

𝑑𝑡 (S7)

314 where T is the thrust acting parallel to the aircraft velocity vector (in units of N), D is the 

315 aerodynamic drag (in units of N), h is the aircraft altitude (in units of m), and g0 is the gravitational 

316 acceleration (9.81m s-2). The initial aircraft mass (m0) is estimated iteratively, assuming an average 

317 aircraft load factor of 75.5% (ref.15). Eq. (S7) is rearranged to calculate T,

,𝑇climb & cruise = 𝐷 +
1

𝑉TAS
[𝑚𝑔0

𝑑ℎ
𝑑𝑡 + 𝑚𝑉TAS

𝑑𝑉TAS

𝑑𝑡 ] (S8)
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where 𝐷 =
𝐶D𝜌𝑉TAS

2𝑆
2 (S9)

318 CD is the coefficient of drag, S is the reference wing surface area, and  is the ambient air density. 𝜌

319 Details on the CD for specific aircraft types are provided in Eurocontrol2. Eq. (S8) is only 

320 applicable when the aircraft is operating at climb and cruise conditions. Given that the Eq. (S8) 

321 could produce negative thrust values, T in the descent phase is calculated as follows,

,𝑇descent = CT,des × 𝑇max,climb (S10)

322 where CT,des is the aircraft-specific altitude descent thrust coefficient and Tmax,climb is the maximum 

323 climb thrust at a given atmospheric condition. For further methodological details on Tdescent, the 

324 reader is referred to Eurocontrol2.

325 Next, the thrust specific fuel consumption (SFC) and  is calculated for each waypoint,𝑚f

 SFCjet = 𝐶𝑓1(1 +
𝑉TAS

𝐶𝑓2
) (S11)

 SFCturboprop = 𝐶𝑓1(1 ―
𝑉TAS

𝐶𝑓2 )(
𝑉TAS

1000) (S12)

 ,𝑚f,climb = SFC × 𝑇 (S13)

,𝑚f,cruise = SFC × 𝑇𝐶𝑓𝑐𝑟 (S14)

), 𝑚f,descent = 𝐶𝑓3(1 ―
𝐻𝑝

𝐶𝑓4
(S15)

326 where Hp is the altitude (in units of feet), and the thrust specific fuel consumption coefficients (Cf1, 

327 Cf2, Cf3 and Cf4) and cruise fuel flow correction coefficient (Cfcr) are provided in Eurocontrol2. 

328 Figure S9 provides an example of the estimated for one flight in the CARATS Open Data. The 𝑚f

329 use of smoothed inputs of aircraft positional data (latitude, longitude and altitude) and TAS is 

330 crucial as it provides more realistic values of acceleration ( ) and ROCD ( ), and therefore 
𝑑𝑉TAS

𝑑𝑡
𝑑ℎ
𝑑𝑡

331 significantly reduced the noise in the estimated . 𝑚f
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332

333 Figure S9: Example of the estimated for one flight using the BADA3 TEM, where unsmoothed and smoothed 𝒎𝐟
334 inputs of aircraft positional data (latitude, longitude and altitude) and TAS are used. 

335 To understand the error correction methodology and the use of smoothed parameters (such as the 

336 3D aircraft positional data and TAS previously described in §S2.2), we validated the estimated  𝑚f

337 (from this study) against the  of one flight in the CARATS Open Data that was separately 𝑚f

338 estimated and available from Shigetomi et al.6. Although the  from Shigetomi et al.6 is also 𝑚f

339 estimated with the BADA3 TEM, several key differences are noted: (i) the aircraft positional data 

340 is collected using a more accurate GPS sensor (with an average error value of ± 8m) instead of en-

341 route radars (with an accuracy of ± 4.0 NM, or ± 7400 m); (ii) data on the ambient upper 

342 atmospheric winds was retrieved from the Japan Meteorological Agency’s Numerical Weather 

343 Archive; and (iii) a constant aircraft mass of 208,700 kg was assumed for all waypoints. To be 

344 consistent with the inputs used by Shigetomi et al.6, we assumed a constant aircraft mass (208700 

345 kg) for all waypoints in this validation, but modelled the aircraft mass to decrease over time 

346 (according to the total fuel consumption between two waypoints) for every other application in 

347 this study. The validation results (presented in Figure S10) shows that the estimated  (from this 𝑚f

348 study) is in good agreement with the validation dataset6. For each waypoint, the estimated  in 𝑚f

349 the cruise phase is within ± 10%, and the total fuel consumption for this specific flight agrees to ± 

350 3%.
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351

352 Figure S10: Validation of the  (estimated using the error correction and data smoothing methodology 𝒎𝐟

353 described in §S2.2 and §S2.3) against data from Shigetomi et al. 6 where is estimated from GPS-collected 𝒎𝐟
354 aircraft positional data for one flight (Flight ID FLT2279 on the 14th of July 2012).

355 Following the estimation of , the engine thrust settings ( , where F00,max is the maximum 𝑚f
𝐹

𝐹00,max

356 rated thrust at sea level and zero speed) is then calculated based on the assumption that it is 

357 interchangeable16–19 with the ratio of  to the engine-specific maximum fuel flow on the ground 𝑚f

358 ( ), of which the aircraft-engine assignments are matched using compiled data from Stettler et 𝑚f
𝑚f,max

359 al.20, and  is obtained from the ICAO Aircraft Emissions Databank (EDB)21. This 𝑚f,max

360 assumption ( ) was previously validated by Stettler et al.18, where data from the ICAO 
𝐹

𝐹00,max
=  𝑚f

𝑚f,max

361 EDB showed that the above assumption holds for most of certified engines at the four certification 

362 test points (7%, 30%, 85% and 100% ). In this study, the  (or ) is used to estimate 𝐹
𝐹00,max

𝐹
𝐹00,max

𝑚f
𝑚f,max

363 the combustor inlet pressure (P3) and the air-to-fuel ratio (AFR), both of which are required to 

364 estimate the BC geometric mean diameter (GMD) and the BC number emissions index (EIn in 

365 kg-1), as will be described in §S3.

366 For each waypoint, uncertainties in the  is accounted for by propagating the uncertainties in Tamb 𝑚f

367 and the upper atmospheric winds (speed and direction) that are provided by the ERA5 EDA 

368 meteorological dataset, as will be discussed in §S4.4. Over the six one-week periods, the total fuel 
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369 burn and CO2 emissions attributable to the Japanese airspace is 681.86 ± 0.03 Gg and 2147.9 ± 0.1 

370 Gg respectively. We note that this uncertainty bound does not include the known limitations of 

371 BADA32 where the fuel consumption could be underestimated when aircraft are flying at 

372 suboptimal altitudes as discussed in the main text. 

373 Finally, we calculate the overall propulsion efficiency (ETA) for each waypoint, 

,ETA =
𝑇 𝑉TAS

𝑚f LCV (S16)

374 where LCV is the lower calorific value of kerosene (43.2 MJ kg-1). For waypoints in the descent 

375 phase, we note that the ETA computed using Eq.(S16) provides unrealistic values of greater than 

376 1 because BADA3 calculates T at the descent phase as a function of Hp and are independent from 

377 the acceleration and ROCD. To resolve this, we assigned the ETA values for each waypoint at the 

378 descent phase to be zero because the engine is nearly at idle without providing any useful thrust.  

379 S2.4 Identification of Aircraft Powered by a Double Annular Combustor 

380 Aircraft powered by a Singular Annular Combustor (SAC) gas turbine engine are representative 

381 of the current aviation fleet (around 84% of the aircraft recorded in the CARATS Open Data), 

382 while the remaining 16% of aircraft in the CARATS Open Data is powered by a DAC engine. The 

383 main difference between SAC and DAC engines, for the purpose of this study, are their different 

384 BC emissions characteristics: ground measurements that are available show that the BC mass 

385 emissions index (EIm in g kg-1) from a SAC engine tends to follow a U-shaped curve, with higher 

386 EIm at very low and high thrust settings, with a minimum around  ≈ 30% (ref.16,18,22). 
𝐹

𝐹00,max

387 Conversely, DAC engines operate in two stages: at low , the pilot stage operates with a low 
𝐹

𝐹00,max

388 AFR (fuel-rich combustion) and through-flow velocity where only the outer annulus of the 

389 combustor is fuelled; and at , the main stage is activated with higher AFR (leaner 
𝐹

𝐹00,max
> 25%

390 combustion) and through-flow velocity23. As the engine is operating at the lean combustion mode, 

391 an oxygen-rich environment (higher AFR) decreases the formation rate and increase the oxidation 

392 rate of BC24. Therefore, the BC emissions characteristics for a DAC engine is similar to a SAC 

393 engine at the pilot stage (where EIm increases with ), but the BC EIn, EIm and GMD 
𝐹

𝐹00,max

394 significantly decrease during the main combustion stage25,26, as shown in SI §S3.2.
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395 Data from the ICAO EDB21 is used to identify aircraft powered by a DAC. On the whole, 19 

396 aircraft gas turbine engines were identified as a DAC, which the names and their respective unique 

397 identification number (UID) for DAC engines are compiled in Table S2.

398 Table S2: Identification of aircraft gas turbine engines with a DAC.

No. Engine Name (UID No.) No. Engine Name (UID No.)
1 CFM56-5B1/2 (2CM016) 11 GE90-110B1 (7GE097)
2 CFM56-5B1/2P (3CM020) 12 GE90-113B (7GE098)
3 CFM56-5B2/2 (2CM017) 13 GE90-115B (7GE099)
4 CFM56-5B2/2P (4CM037) 14 GE90-76B (2GE052, 3GE062, 6GE087)
5 CFM56-5B3/2P (4CM038) 15 GE90-77B (3GE059, 3GE063, 6GE088)
6 CFM56-5B4/2 (2CM018) 16 GE90-85B (2GE053, 3GE064, 6GE089)
7 CFM56-5B4/2P (3CM021) 17 GE90-90B (3GE060, 3GE065, 6GE090)
8 CFM56-5B6/2 (2CM019) 18 GE90-92B (3GE061, 3GE066)
9 CFM56-5B6/2P (3CM022) 19 GE90-94B (6GE091, 8GE100)
10 CFM56-5B9/2P (7CM050)   

399 The aircraft-engine assignments list that was previously compiled by Stettler et al.20 is then used 

400 to link the DAC engines (identified in Table S2) to specific aircraft types. In particular, we note 

401 that the Boeing 777 series are primarily powered by the General Electric GE90-90B DAC engine. 

402 Although alternative SAC engine types such as the Pratt & Whitney PW4000 and the Rolls-Royce 

403 Trent 800 were also used to power the first-generation Boeing 777’s (such as the B777-200 and 

404 B777-300), we have assumed that all Boeing 777’s in the CARATS Open Data are powered by 

405 the GE90-90B DAC engine. This is justified because the GE90-90B is the only engine option 

406 provided to power the second-generation Boeing 777’s (such as the B777-300ER and B777F). 

407 Based on this assumption, we note that approximately 16% of the aircraft in the CARATS Open 

408 Data are powered by a DAC. 

409 S3 Estimating the Aircraft BC Number Emissions Index 

410 S3.1 Existing Methodologies available to Estimate the Aircraft BC EIn

411 Fractal Aggregates (FA) Model

412 The Fractal Aggregates (FA)3 model, presented in Eq. (2) in the main text, is used to estimate the 

413 BC EIn, which is identified as a critical input parameter for contrail models4. The FA model was 

414 previously validated3 with measurements of BC emissions from two aircraft gas turbines at ground 

415 and cruise conditions using data from the SAMPLE III.225 and NASA ACCESS27 experimental 

416 campaigns. 
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417 For each waypoint, the FA model estimates the EIn from the mass emissions index (EIm in g kg-1), 

418 particle size distribution (PSD) and morphology. However, given that the input parameters, such 

419 as the EIm, GMD, geometric standard deviation (GSD), the mass-mobility exponent (Dfm),  as well 

420 as the transmission electron microscopy prefactor and exponent (kTEM and DTEM) are only 

421 measured from a small-number of aircraft-engine combinations, we review existing models and 

422 develop predictive relationships to estimate these parameters at cruise conditions (presented in the 

423 §S3.2).

424 SCOPE11 Methodology

425 The Smoke Correlation for Particle Emissions CAEP 11 (SCOPE11) methodology28 was recently 

426 made available to estimate the aircraft BC: (i) EIm at the landing and take-off cycle (LTO) using 

427 measurements of smoke number (SN); and (ii) the EIn from the EIm, GMD and GSD. The equation 

428 used for component (ii) is outlined below,

429 where  is the effective density of BC aggregates, while the GSD is specified 𝜌eff = 1000 kg m ―3

430 to be constant at 1.8 across engine thrust settings. For component (i), the equations used to estimate 

431 the EIm, Eq. (S23) to Eq. (S26), will be shown in the next subsection. The exit plane GMD is 

432 estimated as follows,

433 where , , and CBC,C (in units of µg m-3) is the BC mass 𝑎 = 5.08 ± 0.55 nm 𝑏 = 0.185 ± 0.015

434 concentration at the combustor exit and is estimated from the equation below, 

435 where CBC,e is the BC mass concentration at the engine exit plane estimated using Eq. (S24) in the 

436 next subsection,  is the density of air at the combustor exit, and is the ambient air density. We 𝜌4 𝜌𝑎

437 note that the use of Eq. (S18) to estimate the GMD could be limited as it requires inputs of CBC,C 

438 which have large uncertainties, as will be shown in the next subsection. 

,EIn =
EIm

(
𝜋
6)𝜌effGMD3exp (4.5(ln (GSD)2)

 (S17)

,GMD[nm] = a CBC,C
𝑏 (S18)

,CBC,c = CBC,e(1 + 𝛽mix)
𝜌4

𝜌𝑎
 (S19)
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439 Validation of the FA Model and SCOPE11 Methodology

440 To select an appropriate methodology to estimate the BC EIn, we compared the performance of 

441 the FA model (Eq. 1 in the main text) and component (ii) of the SCOPE11 methodology (Eq. S17) 

442 by validating the estimated EIn against the EIn measured on the ground (SAMPLE III.225) and 

443 cruise (NASA ACCESS27) conditions. The metrics used for this validation are the coefficient of 

444 determination (R2), root mean square error (RMSE) and normalised mean bias (NMB). For both 

445 methodologies, the EIn are estimated using measurements of the BC EIm, GMD and GSD, which 

446 are provided by the SAMPLE III.2 and NASA ACCESS datasets. Input parameters governing the 

447 aggregate morphology (Dfm, kTEM and DTEM) that are required by the FA model are fixed at a 

448 constant value for reasons that will be described in §S3.2. For further methodological details of 

449 this validation and the datasets involved, the reader is referred to the literature3. 

450   
451 Figure S11: Validation of the FA model and SCOPE11 methodology against EIn measured (a) on the ground 
452 using data from the SAMPLE III.2 campaign25, and (b) at cruise conditions using data from the NASA 
453 ACCESS campaign27. Error bars denote precision errors from repeated measurements at a 95% CI.

454 Figure S11 presents the validation results for the FA model and SCOPE11 methodology: For both 

455 ground and cruise conditions, the aircraft BC EIn is more accurately predicted using the FA model 

456 (Ground: , , ; Cruise: , R2 = 0.95 RMSE = 3.10 × 1014 kg ―1 NMB = +26.6% R2 = 0.69

457 , ) relative to the SCOPE11 methodology (Ground: RMSE = 1.01 × 1014 kg ―1 NMB = +2.4% R2

458 , , ; Cruise: , = 0.84 RMSE = 5.57 × 1014 kg ―1 NMB = +81.1% R2 = ―0.43 RMSE = 2.16 ×

459 , ). The slight improvement in performance from the FA model could 1014 kg ―1 NMB = +46.0%
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460 be due to the use of more accurate coefficients for the BC aggregate morphology (i.e. Dfm, kTEM 

461 and DTEM), as evaluated in Teoh et al.3. We note that the FA model was derived from the theory 

462 of fractal aggregates3 and does not require any calibration or fitting with experimental datasets. 

463 Given that both models are subjected to the same input variables (EIm, GMD and GSD) but with 

464 slightly different coefficients, the FA model predicts the same pattern as the SCOPE11 but 

465 decreased by a roughly constant factor. 

466 S3.2 Review and Specification of Model Input Parameters for the FA Model

467 The following input parameters are required by the FA model to estimate BC EIn from aircraft: 

468 engine thrust settings ( ), BC mass emissions index (EIm in g kg-1), mass-mobility exponent 
𝐹

𝐹00,max

469 (Dfm), BC material density ( ), GMD, GSD, and the kTEM and DTEM prefactor-exponent pair. 𝜌0

470 Existing models and datasets are reviewed in this subsection to develop predictive relationships in 

471 estimating these parameters at cruise conditions.

472 Assessment of Different BC EIm Estimation Methods 

473 A number of models are available to estimate the BC mass concentration (CBC, in units of mg m-3) 

474 for aircraft powered by SAC engines. The BC EIm is then calculated by multiplying CBC with the 

475 volume of exhaust gas per kg of fuel burned (Q, in units of m3 kg-1). For example, several 

476 methodologies28–30 rely on aircraft SN measurements provided by the ICAO EDB to estimate CBC. 

477 SN is quantified optically by comparing the difference in reflectance of a filter paper before and 

478 after it is stained by the engine exhaust31. However, SN measurements in the ICAO EDB are 

479 limited to the four certification test points at 7%, 30%, 85% and 100%  measured on the 
𝐹

𝐹00,max

480 ground. Several studies have also found that the First Order Approximation-3 (FOA3) could 

481 underestimate the EIm by up to one order of magnitude at low SNs16,20,30. This is because the 

482 filtration efficiency significantly deteriorates when the mobility diameter (dm) of BC aggregates is 

483 < 100 nm (ref.30) and the GMD emitted by modern aircraft typically lies between 10 and 50 nm 

484 (ref.32,33). Therefore, the SN values for some engine types (provided by the ICAO EDB) could be 

485 zero at all four certification test points21. Although Agarwal et al.28 have shown that the SCOPE11 

486 model successfully addressed the issue of zero SN and improved the CBC estimates relative to 

487 earlier SN methodologies29,30, it is not calibrated to model the EIm at cruise conditions. The 

488 respective methodologies that rely on SN measurements are summarised as follows,
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489 1) First Order Approximation Method – FOA3

.CBC[mg
m3] = 0.0694(SN)1.24 (S20)

490 2) Correlations from Stettler et al.30

CBC[mg
m3] = 0.0472(SN)1.42 , for GMD = 60 nm (S21)

CBC[mg
m3] = 0.236(SN)1.126 , for 20 ≤ GMD ≤ 30 nm (S22)

491 3) SCOPE11 Methodology: 

492 Firstly, the CBC at the instrument sampling point (CBC,i) is calculated, 

 CBC,i[𝜇g
m3] =

648.4exp (0.0766 × SN)
1 + exp ( ―1.098(SN ― 3.064)) (S23)

493 A system loss correction factor (kslm) is then applied as a multiplicative factor to calculate 

494 the CBC at the engine exit plane (CBC,e),

 CBC,e = CBC,i × 𝑘slm (S24)

where ,𝑘slm = ln (
a1CBC,i(1 + 𝛽mix) + 𝑎2

CBC,i(1 + 𝛽mix) + 𝑎3
) (S25)

495 , , , and  is the a1 = 3.219 ± 0.135 a2 = 312.5 ± 119.1μg m ―3 a3 = 42.6 ± 19.4 μg m ―3 𝛽mix

496 bypass ratio for mixed-flow engines (zero otherwise). Finally, the EIm,e is calculated by 

497 multiplying CBC,e with the volume of exhaust gas per kg of fuel burned (Q),

,EIm,e = CBC,e × Q (S26)

where  for engines with an unmixed exhaust nozzle,Q = 0.776AFR + 0.767, (S27)

 for engines with a mixed nozzle.Qmixed = 0.776AFR(1 + βmixed) + 0.767 (S28)
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498 The predictive relationship for the Air-to-Fuel Ratio (AFR) as a function of  has been 
𝐹

𝐹00,max

499 validated18,34 and is calculated as follows,

.AFR[ kg ― air
kg ― fuel] = (0.0121( 𝐹

𝐹00,max) + 0.008)
―1

(S29)

500 Alternatively, the Formation and Oxidation (FOX)18 and the Improved FOX (ImFOX)16 methods 

501 estimate the CBC based on the thermodynamic and physical mechanisms by which BC is formed 

502 and oxidised. Although these methods do not rely on SN inputs, they were calibrated to model the 

503 EIm for aircraft gas turbine engines with a SAC, which are representative of the current aviation 

504 fleet (around 84% of the aircraft recorded in the CARATS Open Data). For estimates of EIm at 

505 cruise, the FOX method prescribes the Döpelheuer & Lecht scaling method35, while the ImFOX 

506 method circumvents the use of this scaling equation by using different relationships for the AFR 

507 versus  at cruising altitude compared to on the ground. The FOX and ImFOX methodologies 
𝐹

𝐹00,max

508 are summarised as follows: 

509 4) Formation and Oxidation Method (FOX): 

510 The CBC,i in the FOX method is calibrated using BC measurements from the instrument 

511 sampling point, and is calculated as follows,

 CBC,i[mg
m3] = 𝑚f(Aform𝑒

( ―6390
𝑇fl )

― AoxAFR × 𝑒
( ―

19778
𝑇fl )

) (S30)

512 where Aform and Aox are constants of 356 mg s kg-1 m-3 and 608 mg s kg-1 m-3 respectively, 

513 the AFR is calculated using Eq. (S29), and Tfl is the flame temperature at the combustion 

514 chamber, 

𝑇fl[K] = 0.9𝑇3 + 2120. (S31)

515 T3 is the combustor inlet temperature, 

𝑇3[K] = 𝑇2(
𝑃3

𝑃2
)

𝛾 ― 1
𝛾𝑛𝑝

, (S32)
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516 where  is the ratio of specific heats (1.4), and  is the compressor efficiency (0.9), P3 is the 𝛾 𝑛𝑝

517 combustor inlet pressure, P2 and T2 are the respective compressor inlet pressure and 

518 temperature, and are calculated as follows,

 𝑃3[atm] = 𝑃2(𝜋00 ― 1)( 𝐹
𝐹00,max) + 𝑃2, (S33)

,𝑃2[atm] = 𝑃amb(1 +
𝛾 ― 1

2 𝑀𝑎
2)

𝛾
𝛾 ― 1 (S34)

,𝑇2[K] = 𝑇amb(1 +
𝛾 ― 1

2 𝑀𝑎
2) (S35)

519 where  is the maximum engine pressure ratio at SLS conditions (obtained from the ICAO 𝜋00

520 EDB21), Pamb is the ambient pressure, Tamb is the ambient temperature, and Ma is the aircraft 

521 Mach number. We note that these thermodynamic equations (Tfl, T3, P3, P2 and T2) are widely 

522 used in the literature to model the thermodynamic performance of jet engines18,28,36, and have 

523 also been validated with data provided by flight data recorders18,34. 

524 To scale the CBC from ground to cruise conditions, the Döpelheuer & Lecht scaling equation35 

525 is used,

CBC[mg
m3] = CBC,ref(

AFRref

AFR )
2.5

(
𝑃3

𝑃3,ref
)

1.35

(
𝑒20000/𝑇fl

𝑒20000/𝑇fl,ref
), (S36)

526 where the reference condition is set at 100% . The BC EIm is then calculated using Eq. 
𝐹

𝐹00,max

527 (S26), where Q is calculated as follows,

.Q = 0.776(AFR) +0.877 (S37)

528 5) Improved FOX Method (ImFOX)

529 The CBC,i in the ImFOX method is calculated as follows, 

,𝐶BC,i[mg
m3] = 𝑚f × 𝑒(13.6 ― H) × (𝐴form𝑒

( ―6390
𝑇4 )

― 𝐴oxAFR × 𝑒
( ―

19778
𝑇4 )) (S38)
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530 where Aform at cruise and Aox are constants of 295 mg s kg-1 m-3 and 608 mg s kg-1 m-3 

531 respectively, H is the fuel hydrogen mass (in percentage terms) which is approximately 13.8% 

532 for conventional fuels), and T4 is the turbine inlet temperature,

𝑇4[K] = 490 + 42266(AFR) ―1, (S39)

533 where the AFR for ground and cruise conditions are separately calculated (below) to 

534 circumvent the need for a cruise scaling equation such as the Döpelheuer & Lecht equation. 

 AFRground = 71 ― 35.8( 𝐹
𝐹00,max) (S40)

 AFRcruise = 55.4 ― 30.8( 𝐹
𝐹00,max) (S41)

535 We note that Eq. (S39) was derived specifically for the ImFOX method using data from one 

536 engine type (CFM56-2-C1), which could be highly uncertain and might not be applicable to 

537 other engine types.  

538 Finally, the BC EIm and Q are calculated using Eq. (S26) and Eq. (S37) respectively. 

539 Given the need to estimate the EIm at cruise conditions, we have conducted further assessments 

540 between the FOX and ImFOX methods by validating them with the limited number of aircraft EIm 

541 measured at cruising altitudes. These measurements were mainly collected by the SULFUR37,38  

542 and NASA ACCESS 27 experimental campaigns, containing 9 data points from 4 different engines. 

543 Figure S12 presents the validation results for the FOX and ImFOX methods. For the CFM56-2-

544 C1 engine, the cruise EIm is better predicted using the ImFOX (NMB = +19.4%) relative to the 

545 FOX method (NMB = -38.4%), which is likely due to the fact that the ImFOX used the same 

546 dataset for model calibration. However, for the remaining three engines which were operated at a 

547 reduced engine power, the estimated EIm have a closer resemblance to the FOX (NMB = +37.2%) 

548 than the ImFOX method (NMB = +134.2%). Therefore, we are unable to verify if the accuracy of 

549 the ImFOX estimated EIm holds for other aircraft-engine combinations because of the limited 

550 number of cruise measurements available.

551 For all four engines, the ImFOX estimated EIm at cruise conditions are consistently higher than the 

552 FOX method across the range of . Although this appears to be inconsistent when compared 
𝐹

𝐹00,max
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553 with existing studies, which showed that the FOX generally estimates a higher EIm on the ground 

554 relative to the ImFOX16,22, the smaller cruise EIm estimates from the FOX is likely due to the use 

555 of the Döpelheuer & Lecht scaling equation35. While there are suggestions that this scaling 

556 equation significantly underestimated cruise EIm by 84% when compared with measured data from 

557 the CFM56-2-C1 engine16, we were unable to verify this statement based on the results in Figure 

558 S12a, which showed that the average NMB from the FOX is -38.4%. The significant 

559 underestimation of EIm (-84%), as suggested in the literature16 could be due to a different 

560 specification of the ground reference condition for the Döpelheuer & Lecht scaling equation35. 

561 When cruise EIm measurements from all nine points in Figure S12 are included, however, the 

562 overall NMB from the FOX (-13.2%) suggest that the potential underestimation in cruise EIm as a 

563 result of the Döpelheuer & Lecht scaling equation35 might be less significant. This could also be 

564 attributed to the FOX tending to overpredict the EIm on the ground, thereby reducing the effects of 

565 the Döpelheuer & Lecht scaling equation in underestimating the cruise EIm.
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566
567 Figure S12: Validation of the FOX and ImFOX methods against cruise EIm measurements from the: (a) NASA 
568 ACCESS; and (b) (c) and (d) SULFUR experimental campaigns. Error bars denote precision errors from 
569 repeated measurements with a 95% CI. Detailed data tables can be found in Table S3.

570 Table S3: Compilation of cruise EIm measurements from the NASA ACCESS (6 data points) and SULFUR (3 
571 data points) experimental campaigns.

Measured EIm (mg kg-1)

Aircraft (Engine)
Average Std dev 

(1.96σ)

    𝒎𝐟
(kg s-1)

 𝒎𝐟,𝐦𝐚𝐱
(kg s-1)

F/F00,max 𝝅𝟎𝟎
FL 

(km)
Mach 

No

80.97 9.859 0.373 0.849 0.439 23.5 10.7 0.84
39.58 3.352 0.28 0.849 0.33 23.5 10.7 0.725
32.26 1.019 0.231 0.849 0.272 23.5 10.7 0.6
52.44 2.999 0.373 0.849 0.439 23.5 10.7 0.84
16.71 0.980 0.28 0.849 0.33 23.5 10.7 0.725

DC-8 (CFM56-2-C1)27

13.08 0.706 0.231 0.849 0.272 23.5 10.7 0.6
B 737-300 (CFM56-3-B1)37 11 9.800 0.213 0.946 0.23 22.44 7.92 0.49
A310-300 (CF6-80C2A2)37 19 19.600 0.4 2.152 0.19 27.79 7.92 0.53
A340-300 (CFM56-5C4)38 10 5.880 0.2912 1.456 0.2 31.1 9.5 0.64
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572

573 Overall, the validation results show that further work is required to improve the accuracy of aircraft 

574 EIm estimates at cruise, but it is beyond the scope of this research. Given the uncertainties in the 

575 available EIm estimation methodologies and the lack of understanding on the uncertainty 

576 distribution, we assume that the EIm is uniformly distributed between -20% and +50% of the FOX 

577 and ImFOX estimates respectively. This uncertainty bound covers 8 out of the 9 data points when 

578 error bars are accounted for (Figure S12). Further details on the methodology of applying these 

579 uncertainties can be found in §S3.4.

580 We also note that the data used to calibrate the FOX and ImFOX methods were not corrected for 

581 particle line losses, which therefore represent measurements at the instrument sampling point and 

582 could underestimate EIm by up to a factor of two28. Although a system loss correction factor (kslm, 

583 estimated as a function of CBC) was proposed28 to correct for the EIm to represent emissions at the 

584 engine exit plane, we have decided against applying it because of the already large uncertainties 

585 in the estimated CBC and EIm. Instead, we assume that the effects of kslm are captured in the 

586 asymmetrical uncertainty bounds of the EIm (shown in Figure S12). 

587 Finally, given that DAC engines have different emissions characteristics relative to SAC engines, 

588 the models and predictive relations that was previously specified (FOA3, correlations from Stettler 

589 et al.30, SCOPE11, FOX and ImFOX) cannot be used to estimate the EIm and GMD for aircraft 

590 powered by a DAC. However, to the best of our knowledge, there are currently no models that are 

591 available to estimate the EIm for aircraft with a DAC engine, which represents up to 16% of the 

592 aircraft in the CARATS Open Data. Using measurements of EIm from experimental campaigns25,26, 

593 we interpolated the EIm in the pilot stage as a function of T4/T2, the ratio of turbine inlet to the 

594 compressor inlet temperature, for reasons that will be shown in the next subsection, while 

595 assuming an average EIm of 3.25 mg kg-1 in the lean combustion stage. An exponential trendline 

596 is selected to estimate the EIm for DAC engines in the pilot stage (as shown in Figure S13 and Eq. 

597 S42) because it provided the highest R2 (0.866) relative to a quadratic (R2 = 0.846) relationship, 

598 while a best-fit linear trendline gives a negative EIm when the T4/T2 is below 2.08.

 ,           EIm,DAC[mg kg ―1] = 0.0032exp(3.6956
𝑇4

𝑇2
)

𝑇4

𝑇2
< 2.85 (S42)
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599 As will be shown in Figure S15b, the DAC engine operates in pilot stage when T4/T2 is below 2.85. 

600 To calculate the T4/T2 for each waypoint, we first calculate T4 28,

𝑇4[K] =
AFR 𝑐p,a 𝑇3 + LCV

𝑐p,e (1 + AFR) , (S43)

601 where cp,a (1005 J kg-1 K-1) and cp,e (1250 J kg-1 K-1) are the heat capacity at constant pressure of 

602 air and for combustion products, LCV is the lower calorific value of kerosene (43.2 MJ kg-1), and 

603 AFR and T3 are calculated using Eq. (S29) and Eq. (S32) respectively.

604

605 Figure S13: Predictive relations to estimate the BC EIm (applicable for ground and cruise conditions) as a 
606 function of T4/T2 for DAC engines in the pilot stage. Data used in this figure is extracted from the literature25,26.

607 Particle Size Distribution and Morphology 

608 For both ground and cruise conditions, the GMD of BC emitted by SAC engines (and DAC engines 

609 in the pilot stage) typically range from 15 nm to 45 nm, and increases linearly with  22,26,27,32, 
𝐹

𝐹00,max

610 while DAC engines operating in the main combustion stage have a constant GMD of around 18 to 

611 23nm 25. 

612 For SAC engines, we compiled measurements of GMD collected at ground26,32 and cruise 

613 conditions27, and developed a new predictive relationship to estimate the GMD at the engine exit 

614 plane as a function of T4/T2,
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,GMDSAC[nm] = 2.5883(𝑇4

𝑇2)
2

―5.3723(𝑇4

𝑇2) +16.721 + 𝛿loss (S44)

615 where T4 is calculated using Eq. (S43) and δloss is a correction factor used to account for particle 

616 losses at the instrument sampling point. To quantify δloss, we used: (i) data from the SAMPLE 

617 III.225 and NASA ACCESS27 campaigns to compare the measured GMD at the instrument 

618 sampling point with the estimated GMD at the engine exit plane (calculated with the SCOPE11 

619 method28, Eq. (S18), using measurements of EIm); and (ii) data from Durdina et al.22 where both 

620 the measured GMD at the instrument sampling point and the corrected GMD at the engine exit 

621 plane are presented. Given the absence of a systematic trend for δloss versus T4/T2 (shown in Figure 

622 S14), δloss is assumed to be uniformly distributed between -3 and -8.5 nm, which covers 95% of 

623 the data points when error bars are included. 

624 Figure S15a shows that Eq. S44 is applicable to engines operating at both ground and cruise 

625 conditions because the engine parameters have been non-dimensionalised in the form of T4/T2. 

626 Contrary to prior work39, the  is not selected as an explanatory variable to estimate the GMD 
𝐹

𝐹00,max

627 based on the following reasons: Firstly, the engine has to operate at a higher power than indicated 

628 by the  to produce the same F at cruise relative to ground conditions. This is because of the 
𝐹

𝐹00,max

629 reduced air density where maximum thrust that can be produced at cruise is lower than the 

630 denominator,  40, and engine-specific data on the maximum thrust at cruise is not readily 𝐹00,max

631 available; Similarly, more work has to be done by the engine to achieve the same T4 at cruise 

632 relative to ground conditions because the ambient temperature (and T2) is lower than on the 

633 ground41. Therefore, given the small sample size for cruise BC measurements, the use of T4/T2  

634 overcomes the limitations in the use of  in estimating the cruise GMD.
𝐹

𝐹00,max
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635
636 Figure S14: Quantification of δloss (estimated GMD at the engine exit plane minus the measured GMD at the 
637 instrument sampling point) vs. T4/T2 using data from various experimental campaigns22,25,27.

638 For DAC engines (Figure S15b), we performed a linear regression on the measurements taken 

639 during the SAMPLE III.2 campaign25 to approximate the GMD in the pilot stage as a function of 

640 T4/T2 (Eq. S45) while assuming an average GMD of 20 nm in the main combustion stage (Eq. 

641 S46). This is based on the rationale that T4/T2 can be universally used to estimate the GMD at 

642 ground and cruise conditions (as shown in Figure S15a). A step by step procedure to estimate the 

643 GMD for both SAC and DAC engines is presented as a flow chart in Figure S16.

 GMDDAC,  pilot[nm] = 26.33(𝑇4

𝑇2) ―35.98 + 𝛿loss , 
𝑇4

𝑇2
< 2.85 (S45)

 GMDDAC,  main[nm] = 20 + 𝛿loss , 
𝑇4

𝑇2
≥ 2.85 (S46)

644 For both SAC and DAC engines, we assume that the estimated GMD (Eq. S44 to S46) has an 

645 uncertainty of ± 20%. This uncertainty is formulated using a data comparison approach, where 95% 

646 of the experimental measurements are covered by the specified uncertainty bound (Figure S15). 

647 An alternative estimate of the uncertainty in GMD can be obtained by propagating uncertainty in 

648 , which is required to estimate T4/T2. If we assume a ± 10% uncertainty in  (ref.20 and 
𝐹

𝐹00,max

𝐹
𝐹00,max

649 Figure S10), we estimate a ± 5.5% propagated uncertainty in GMD, which is within the ± 20% 

650 confidence interval (CI) defined empirically. In particular, we used the empirical approach ahead 

651 of error propagations because of data limitations where uncertainties introduced by the equations 
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652 used to calculate the AFR and various thermodynamic quantities (P2, T2, T3, P3 and T4, which are 

653 required to estimate the GMD) remains unquantified.

654        
655 Figure S15: Predictive relations to estimate the GMD (applicable for ground and cruise conditions) as a 
656 function of T4/T2 for (a) SAC, and (b) DAC engines in the pilot and main combustion stage. 

657 An alternative correlation that estimates the GMD as a function of CBC is also available28, but we 

658 have refrained from using it because of the large uncertainties in the required input parameter (CBC, 

659 which have to be estimated from the FOX and/or ImFOX methods).

660 For both SAC and DAC engines, we assume a fixed GSD value of 1.80 to represent values at the 

661 engine exit plane28. This is based on several experimental observations22,25–27 that have found that 

662 the GSD is approximately constant across  (and T4/T2). 
𝐹

𝐹00,max

663 For values of Dfm, ground measurements have shown that the Dfm for SAC engines increase and 

664 peak at around 2.8 as  increases32,42, while DAC engines have a limited range of between 2.73 
𝐹

𝐹00,max

665 and 3 across different  43. Given that the T4/T2 at cruise and take-off conditions are within 5% 
𝐹

𝐹00,max

666 41, we therefore assume a constant Dfm value of 2.76 for both SAC and DAC engines at cruise 

667 conditions3. The BC material density ( ) is assumed to be 1770 kg m-3, while the prefactor and 𝜌0

668 exponent coefficients of kTEM and DTEM have constant values of  and 0.39 for an 1.621 × 10 ―5

669 aircraft gas turbine engine3,44,45.
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670 Finally, data from the SULFUR campaign37,38, of which cruise measurements of EIn and EIm are 

671 available, are used to validate the predictive equations used to estimate the GMD (Eq. S44 to S46) 

672 and the assumed values for the GSD (1.80), Dfm (2.76),  (1770 kg m-3), kTEM ( ) 𝜌0 1.621 × 10 ―5

673 and DTEM (0.39). For this validation, we assume that , representing emissions at the δloss = 0

674 instrument sampling point because the reported EIn and EIm were not corrected for particle line 

675 losses. The result (Figure S17) shows a good agreement between the measured and estimated EIn 

676 (R2 = 0.62) and the average NMB is +7.6%. While the EIn is overestimated for older aircraft 

677 (ATTAS & B707, average NMB of +36%), it is not representative of the current fleet.

678
679 Figure S16: Flow chart on the step by step procedure to estimate the GMD for both SAC and DAC engines.

680 Table S4: Validation of the estimated EIn (calculated using the FA model with predictive inputs of GMD, GSD 
681 and Dfm) against aircraft cruise measurements from the SULFUR experimental campaign37,38, where 
682 measurements of EIn, EIm and F/F00,max are available.

Measured Values Estimated Values - FA Model

Aircraft (Engine) F/F00,max EIn (kg-1) EIm (g kg-1) GMD (nm) GSD Dfm EIn (kg-1)

B 737-300 (CFM56-3-B1)37 0.23 3.50E+14 0.011 22.48 1.8 2.76 2.74E+14
A310-300 (CF6-80C2A2)37 0.19 6.00E+14 0.019 21.89 1.8 2.76 5.11E+14
ATTAS (M45H Mk501)37 0.30 1.70E+15 0.1 23.69 1.8 2.76 2.15E+15
A340-300 (CFM56-5C4)38 0.25 1.80E+14 0.01 25.02 1.8 2.76 1.84E+14

B707-307C, (PW JT3D-3B) 38 0.80 1.70E+15 0.5 39.58 1.8 2.76 2.48E+15
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683
684 Figure S17: Validation of the FA model (using predictive inputs of GMD, and constant values of GSD, Dfm, , 𝝆𝟎
685 kTEM and DTEM) against aircraft cruise measurements from the SULFUR experimental campaign, where the 
686 measured EIn, EIm and F/F00,max are available. Horizontal error bars denote precision errors from repeated 
687 measurements with 1σ, while vertical error bars for the estimated EIn accounts for 1σ of the measured BC EIm. 
688 Detailed data tables can be found in Table S4. 

689 S3.3 User Manual for the FA Model to Estimate Aviation BC EIn  

690 The computational steps to implement the FA model at cruise conditions is explained in detail 

691 (below), and Figure S18 shows a flow chart containing the procedures to estimate the aircraft EIn.

692 STEP 1: Estimate the aircraft engine thrust settings (  or ) by dividing the fuel mass flow 𝑚f
𝑚f,max

𝐹
𝐹00,max

693 rate ( ) by the maximum fuel mass flow rate ( ), of which the  for each waypoint is 𝑚f 𝑚f,max 𝑚f

694 estimated using BADA3 (as explained in §S2.3), while the  for each engine is available in 𝑚f,max

695 the ICAO EDB21. Once  is available, the T4/T2 for each waypoint is estimated according to 
𝐹

𝐹00,max

696 the procedure outlined in Figure S16.

697 STEP 2: For SAC engines, the range of BC EIm is estimated using both the FOX and ImFOX 

698 method. In summary, different inputs parameters are required by the FOX and ImFOX model to 

699 estimate the BC EIm: the , TAS, and engine pressure ratio ( , available in the ICAO EDB21) 
𝐹

𝐹00,max
𝜋00

700 are required by the FOX model; and inputs of  and the hydrogen content of fuel (H=13.8% 
𝐹

𝐹00,max

701 for conventional fuel) are required by the ImFOX model. For further details, the equations and 

702 detailed description of each methodology can be found in §S3.2. For DAC engines, the BC EIm in 
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703 the pilot stage is estimated using Eq. (S42), while assuming a constant EIm of 3.25 mg kg-1 in the 

704 lean combustion stage. The combustion stage of a DAC engine, such as the pilot and lean 

705 combustion stage, can be determined using T4/T2.

706 STEP 3: The BC GMD is also estimated using inputs of T4/T2: Eq. (S44) for SAC engines, and 

707 Eq. (S45) and (S46) for DAC engines. The δloss is assumed to be uniformly distributed between -

708 3 to -8.5nm to account for particle losses in the sampling lines, which represent the characteristics 

709 of BC emitted at the engine exit plane instead of the instrument sampling point.

710 STEP 4: For cruise conditions, a constant BC GSD (1.8), Dfm (2.76),  (1770 kg m-3), kTEM 𝜌0

711 ( ) and DTEM (0.39) are assumed for both SAC and DAC engines. 1.621 × 10 ―5

712 STEP 5: All input parameters required for the FA model are now available, and the BC EIn can 

713 be estimated using the Eq. (1) in the main text:  where EIn =
EIm

𝜌0(𝜋
6)(𝑘TEM)(3 ― 𝐷fm)

GMD𝜙exp (
𝜙2ln (GSD)2

2 )
𝜙 = 3

714 .𝐷TEM + (1 ― 𝐷TEM)𝐷fm

715
716 Figure S18: Flow chart outlining the step-by-step procedures to implement the FA model to estimate the 
717 aircraft EIn at cruise conditions.
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718 S3.4 Uncertainty and Sensitivity Analysis  

719 The aircraft BC EIn estimated from the FA Model was previously shown3 to have an asymmetrical 

720 uncertainty bound of [-54%, +103%] with a 95% CI. This uncertainty bound assumed that the 

721 model input parameters, such as the EIm, GMD and GSD were experimentally measured from 

722 aerosol instruments, and therefore have smaller uncertainties relative to this study where these 

723 input parameters have to be estimated (§S3.2).

724 To account for the larger uncertainties in the estimated input parameters used in this study, we 

725 specified an uncertainty bound of -20% and +50% for the estimated EIm,SAC from the FOX and 

726 ImFOX methods (Figure S12) with a uniform distribution, a ± 50% uncertainty for the estimated 

727 EIm,DAC for both the pilot and main combustion stage (Figure S13), a ± 20% uncertainty for the 

728 estimated GMD (Figure S15) and ± 10% for the estimated GSD with a normal distribution22,25–

729 27,46. The uncertainties for the remaining parameters, such as the BC  (± 7.8%), Dfm (± 7.9%), 𝜌0

730 kTEM (± 32.9%) and DTEM (± 18.0%) were previously justified3 and remains unchanged. We assume 

731 that uncertainties in inputs of the FA model are independent and uncorrelated, similar to the 

732 approach of Teoh et al.3, due to the lack of measurement data in the literature to evaluate the 

733 potential for covariance between parameters. 

734 A numerical Monte Carlo 10000-member ensemble is used to quantify uncertainty in the estimated 

735 EIn (in line with Teoh et al.3) because of the non-linear properties of the FA model with higher-

736 order components. Data from the NASA ACCESS campaign27 is used as absolute values for the 

737 Monte Carlo simulation. As previously shown3, the differences in uncertainty estimates between 

738 model runs typically converge to below 1% after approximately 1000 iterations. The 95% 

739 probabilistic systematic coverage interval and the associated uncertainty limits of the FA model 

740 outputs was determined using the procedure specified by Coleman & Steele47. The result 

741 (presented in Figure S19) shows that uncertainty bound for the estimated EIn is lognormally 

742 distributed at [-70%, +200%] with a 95% CI. An additional analysis was conducted to assess the 

743 potential for covariance between kTEM and DTEM: uncertainty in the estimated aircraft BC EIn would 

744 have minor differences under the assumption where uncertainties in kTEM and DTEM are correlated, 

745 reducing slightly from the original [-70%, +200%] range to [-68%, +191%]. Hence, the treatment 

746 of kTEM and DTEM as independent and uncorrelated, in light of data limitations, provides a slightly 

747 larger but more conservative uncertainty bound for the estimated BC EIn.
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748 When applied to quantify the uncertainties of BC EIn, an uncertainty factor is generated for each 

749 flight in each Monte Carlo simulation. The nominal BC EIn for all waypoints in a given flight is 

750 then multiplied with this uncertainty factor. This is because it is unrealistic for the estimated EIn 

751 to vary from waypoint-to-waypoint especially when the engine is operating at a stable state. A 

752 variation in uncertainty factor between aircraft (even when they are equipped with the same engine) 

753 is more practical as it indirectly accounts for potential differences in BC emissions due to engine 

754 degradation and maintenance cycles between flights. While it is acknowledged that uncertainties 

755 in the BC EIn could be correlated with specific engine types and operating condition, it is currently 

756 not feasible to quantify the EIn uncertainties at such a resolution because BC emission 

757 characteristics have only been measured from a small subset of aircraft-engine combinations and 

758 predominantly on the ground. The upcoming non-volatile particulate matter (nvPM) measurement 

759 procedure48 endorsed by the International Civil Aviation Organisation (ICAO), where 

760 measurements of the BC EIn and EIm are mandated for new aircraft engines developed after 

761 January 2020, may provide data to address this limitation. 

762 Finally, we also used the Sobol’ method49 to conduct a variance-based global sensitivity analysis, 

763 and the results show that the estimated GMD contributes to the largest sensitivity to the estimated 

764 EIn, followed by inputs of EIm, GSD and δloss. 

765
766 Figure S19: Uncertainty distribution of the FA model outputs (the estimated EIn for aircraft emissions) when 
767 predictive inputs of BC EIm, GMD, GSD, Dfm, kTEM and DTEM are used. The histogram outputs are best fitted 
768 with a lognormal distribution (red line). 
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769 S3.5 Aircraft Black Carbon Particle Number Emissions from Individual Flights  

770 Figure S20 shows the change in the estimated EIn for two aircraft trajectories. For the Boeing-737 

771 aircraft powered by SAC engines (Figure S20a), the nominal EIn ranges from 1.05 to 1.91 ×1015 

772 kg-1 in the climb and cruise phase. During the descent phase, EIn increases from around 0.81 to 

773 2.11 ×1015 kg-1. The higher EIn in the descent phase is generally due to the decrease in BC GMD 

774 as engine power is reduced. Although the estimated BC EIm (proportional to the estimated EIn) is 

775 also decreasing, the sensitivity analysis (discussed in SI §S3.4) describes how the FA model is 

776 most sensitive to the GMD (to which EIn is inversely proportional). The estimated EIn for this 

777 particular flight is around a factor of 2 higher than the cruise EIn measurements collected from the 

778 NASA ACCESS27, SULFUR and POLINAT37,38,50 campaigns because the in-situ measurements 

779 were not corrected for particle line losses, which thereby represent values at the instrument 

780 sampling point rather than the engine exit plane. 

781
782 Figure S20: Changes in the estimated EIn across different phases of flight. For the aircraft in case: (a), the 
783 B737-800 (FLT0413, 7th May 2012) was equipped with SAC engines (CFM56-7B26); while (b) the B777-200LR 
784 (FLT0257, 7th May 2012) was powered by DAC engines (GE90-90B). 
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785 For the Boeing-777 aircraft equipped with DAC engines (Figure S20b), the nominal EIn in the 

786 climb and cruise phase is 76.9% lower than the SAC aircraft, with a constant value of 0.30×1015 

787 kg-1 because the engines are operating in the lean combustion mode. However, during the descent 

788 phase, the DAC engines are operating in the pilot stage and as a result, the nominal EIn increases 

789 by 123% to around 0.65 and 0.71×1015 kg-1. The difference in EIn between a SAC and DAC engine 

790 lead to significant implications to the contrail characteristics and climate forcing. 

791 On the whole, the estimated EIn for the fleet (1.37 [1.35, 1.39] ×1015 kg-1) supports the assumption 

792 of previous contrail studies to increase their EIn from 0.3 to 1 ×1015 kg-1 when comparing between 

793 simulated and observed contrail properties4,5,51–54. In particular, the ice particle numbers measured 

794 in young contrails of various airliners at cruise, and the lifetime of contrail cirrus as observed by 

795 satellite data could only be explained with models using EIn estimates of 1015 kg-1. 

796 S4 CoCiP Contrail Model and Meteorology 

797 S4.1 CoCiP Model Description

798 CoCiP is a Lagrangian model used to simulate the life cycle of individual contrail segments from 

799 their formation behind an aircraft to dissipation. To estimate the characteristics of contrails (such 

800 as the dimensions, ice particle mean radius, τ and lifetime) that are formed along the flight routes, 

801 CoCiP calls for inputs of air traffic data (CARATS Open Data), BC PN emissions (FA model) and 

802 meteorology. For the latter, we use the ECMWF’s ERA5 ten-member ensemble (EDA) and the 

803 high resolution realisation (HRES)13. Further details on meteorology is discussed in §S4.2. 

804 For this study, the model structure and modifications made in CoCiP are summarised: Firstly, the 

805 Schmidt-Appleman criterion55 is used to determine if a contrail is formed in a given waypoint. The 

806 flight segment between two consecutive points forming contrails is a contrail segment. If a contrail 

807 is formed in such a segment, CoCiP assumes that the initial number of contrail ice particle is equal 

808 to the aircraft BC EIn, where EIn is identified as a critical input parameter4. While previous 

809 applications of CoCiP adopted a constant EIn of in between 0.24 ×  and  kg-1 for all aircraft 1014 1015

810 types and operating conditions, the FA model now provides an advantage as it enables the EIn to 

811 be estimated for each waypoint as a function of aircraft type and engine thrust settings. A 

812 parametric model is then used to simulate the wake vortex phase where the initial contrail 

813 properties are calculated after accounting for ice particle number losses due to adiabatic heating 
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814 and atmospheric mixing. Next, the spatial and temporal evolution of surviving contrail segments 

815 are modelled using a Gaussian plume model and integrated using a second-order Runge-Kutta 

816 scheme over a sequence of time steps ( h) until its end of life, defined when the: (i) Δ𝑡 = 0.5 

817 contrail-segment age exceeds 24 h, (ii) the contrail-segment ice particle number per m3 of air, Zice

818  m-3 , or (iii) . Finally, the simulated contrail characteristics, as well as the radiation < 103 𝜏 < 10 ―6

819 data provided by the ECMWF ERA5 datasets are subsequently used as inputs to a parametric 

820 radiative forcing (RF) model56 to estimate the climate forcing of contrails in the form of local RF 

821 (RF’, defined as the change in energy flux per contrail area) and energy forcing (EF). The EF per 

822 unit contrail length is the time integral of local contrail RF times the contrail width over its lifetime, 

823 divided by the initial contrail length. For further details on the model structure, equations and 

824 assumptions used in CoCiP, the reader is referred to the literature4,56. 

825 To reduce the complexity and computational requirements, CoCiP was run in an offline mode with 

826 no interaction between atmospheric humidity and contrails, and without the effects of ambient ice 

827 nuclei entrainment. The absence of these features does not significantly change the characteristics 

828 and climate forcing of contrails: When CoCiP was coupled to a global circulation climate model, 

829 the characteristics and climate forcing of contrails changes by around [-30%, +5%] relative to the 

830 offline scenario52; and the annual mean BC PN concentrations emitted by aircraft in a high density 

831 airspace (≈106 m-3) 57 is three orders of magnitude greater than the background ice nuclei (≈103 

832 m-3, which was assumed by the CERM model58). Nevertheless, previous studies which run CoCiP 

833 in an offline mode have also validated the modelled contrail properties with in-situ measurements 

834 and satellite observations, and the results showed good agreements4,5,51,53,54,59.

835 S4.2 Meteorology  

836 The characteristics and climate forcing of contrails are influenced by different meteorological and 

837 radiation parameters: Tamb and specific humidity (q) affects the contrail formation and persistence; 

838 horizontal wind components (U & V), their shear values and vertical velocity (ω) impact the 

839 spreading of contrails; and cloud cover and specific ice water content (cloud ice mass per unit  

840 volume of air, IWC) affects the optical depth of NWP cirrus (τc), which, together with the solar 

841 direct radiation (SDR), reflected solar radiation (RSR) and outgoing longwave radiation (OLR), 

842 affects the contrail radiative forcing. 
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843 The ECMWF is cited to be the world-leading weather forecast centre which provides high-quality 

844 NWP predictions and reanalysis datasets60,61, and the ERA5 is a reanalysis dataset that combines 

845 historical observational data with models to provide a 4D numerical description of the recent 

846 climate. It is the ECMWF’s fifth-generation reanalysis data and a successor to the ERA5-Interim 

847 reanalysis62, and contains many improvements such as the incorporation of more extensive 

848 observational inputs to the data assimilation system, a higher spatiotemporal resolution and the 

849 revaluation of finer meteorological structures in the atmosphere63. There are two distinct product 

850 types in the ERA513: The HRES contains nominal climate data at a very high spatial (0.25° × 

851 0.25°) and temporal resolution (hourly), while the EDA provides 10-member ensemble means and 

852 standard deviations to account for observational, model and boundary condition uncertainties in 

853 the reanalysis but at a lower spatial (0.5° × 0.5°) and temporal resolution (3-hourly). The respective 

854 characteristics and a comparison between the ERA5 EDA and HRES meteorological dataset is 

855 presented in Table S5. 

856 Table S5: Comparison between the ERA5 Ten-Member Ensemble (EDA) and the High-Resolution Realisation 
857 (HRES) meteorological dataset from the ECMWF. 

 ERA5 EDA ERA5 HRES

Horizontal Grid Resolution 0.5° × 0.5° 0.25° × 0.25°
Vertical Resolution 37 levels up to 1hPa 37 levels up to 1hPa
Temporal Resolution 3-hourly Hourly
Nominal Values 10-Member Ensemble Mean Single-Run Realisation
Standard Deviation ✓ X
File Size per day ≈ 1.5 GB ≈ 10 GB

- Specific cloud ice water content - Vertical Velocity
- Specific Humidity - Geopotential
- Temperature - TOA incident solar radiation
- U-component of wind - Top net solar radiation

Variables Downloaded

- V-component of wind - Top net thermal radiation

858 In this study, we selected both the ECMWF’s ERA5 HRES and EDA reanalysis because they are 

859 publicly available and contain all the necessary meteorological and radiation data for contrail 

860 analysis. Eq. (S47) is used to calculate the relative humidity with respect to ice (RHi),

 RHi =
𝑞 × 𝑝𝑤 × R1

𝑝ice(𝑇amb) × R0
, (S47)
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861 where pw is the pressure altitude for each waypoint (in units of Pa), R1 (461.51 J kg-1 K-1) and R0 

862 (287.05 J kg-1 K-1) are the real gas constant for water vapour and air respectively, and pice is the 

863 saturation pressure over ice water surfaces64,

864 We note that the specific humidity (and the RHi) in both the ERA5 EDA and HRES datasets are 

865 enhanced in CoCiP by dividing it with RHic (= 0.9), in line with previous studies4,52,65. This is due 

866 to the sub-grid scale variability that cannot be resolved from the resolution of existing 

867 meteorological datasets that are available, where a grid cell could be locally supersaturated even 

868 though it is sub-saturated on average. For further reasons and details on the enhancement of the 

869 specific humidity by CoCiP, the reader is referred to §S4.3.

870 Due to differences in the data assimilation procedures, we highlight minor differences between the 

871 radiation parameters, such as the incident solar radiation at the top of atmosphere (TISR, units of 

872 J m-2), top net solar radiation (TSR, units of J m-2) and the top net thermal radiation (TTR, units of 

873 J m-2) that are provided by the ERA5 EDA and HRES: The radiation parameters provided by the 

874 ERA5 EDA are accumulated values between corresponding time steps, while the ERA5 HRES 

875 provides cumulative values from the first time step66. To calculate the mean flux in a given time 

876 interval (in units of W m-2), the accumulated values are divided by the time period over which the 

877 data has been accumulated66. To account for these differences, Eq. (S49) to Eq. (S51) are used to 

878 calculate the SDR, RSR and OLR for the ERA5 EDA, 

 SDREDA [W m ―2] =
TISR(𝑡)

(3 × 3600), (S49)

 RSREDA [W m ―2] =
TISR(𝑡) ― TSR(𝑡)

(3 × 3600) , (S50)

,OLREDA [W m ―2] =
TTR(𝑡)

(3 × 3600) (S51)

879 while Eq. (S52) to Eq. (S54) are used for the ERA5 HRES:

 SDRHRES [W m ―2] =
TISR(𝑡) ― TISR(𝑡 ― 1)

3600 , (S52)

,RSRHRES [W m ―2] =
[TISR(𝑡) ― TSR(𝑡)] ― [TISR(𝑡 ― 1) ― TSR(𝑡 ― 1)]

3600 (S53)

𝑝ice[Pa] = 100exp [
―6024.5282

𝑇amb
+24.721994 + 0.010613868𝑇amb ―1.3198825 × 10 ―5

 𝑇amb
2 ―0.49382577ln (𝑇amb)].

(S48)
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.OLRHRES [W m ―2] =
TTR(𝑡) ― TTR(𝑡 ― 1)

3600 (S54)

880 Given that the ERA5 EDA provides the ensemble standard deviation (67% CI) for each data point 

881 (example in Figure S21), we multiply these figures by 1.96 to account for the uncertainties arising 

882 from meteorology to approximate the 95% CI of the characteristics and climate forcing of contrails. 

883 The range of contrail outputs estimated using the ERA5 EDA is then compared with the results 

884 from a nominal run of CoCiP using the higher-resolution ERA5 HRES to identify any possible 

885 discrepancies. Further details on the uncertainty analysis is discussed in §S4.4.

886
887 Figure S21: Example of the meteorological data provided by the ERA5 EDA’s 10-Member Ensemble (a) 
888 Mean, and (b) Standard Deviation at FL360 (36,000 feet) at 00:00 UTC, 7th of September 2012.



S44

889 S4.3 Validation of the ERA5 EDA Dataset

890 The ERA5 EDA dataset has also been validated with meteorological data provided by the In-

891 Service Aircraft for a Global Observing System (IAGOS) Measurement of Ozone and Water 

892 Vapour by Airbus in-service aircraft (MOZAIC) campaign, a European Research Infrastructure 

893 for global observations of atmospheric composition measured from commercial aircraft. The 

894 ambient temperature, wind and specific humidity obtained from the MOZAIC campaign were 

895 measured in-situ by 28 distinct flights and 42,713 waypoints (trajectories shown in Figure S22). 

896 These flights provided by the MOZAIC dataset are flown over the Japanese airspace and within 

897 the time period covered by the CARATS Open Data. The RHi is estimated from q using Eq. (S47).

898 The validation results (presented in Figure S23) show that the ambient temperature and wind (U 

899 and V components) between the ERA5 EDA and MOZAIC datasets are in good agreement: The 

900 R2 values range from 0.947 to 0.995, and their respective magnitude and distribution (as shown in 

901 the histograms) are generally consistent. However, a comparison of the RHi values showed a lower 

902 correlation (R2 = 0.434). The histogram (Figure S23d) also shows that the RHi from the ERA5 

903 EDA peaks at just slightly above 100%, while a right tail (with higher RHi values of between 

904 120% to 150%) is observed for the MOZAIC dataset.

905
906 Figure S22: Trajectories of the 28 flights provided by the IAGOS MOZAIC campaign, where in-situ 
907 measurements of the ambient temperature, wind and specific humidity were performed.
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908 According to the literature65,67, the higher RHi values (120% to 150%) from in-situ measurements 

909 (MOZAIC) represent in-cloud supersaturation. They are realistic and occur in the atmosphere both 

910 in clear and cloudy air with low concentrations of ambient ice particles. However, the ECMWF 

911 models (such as the ERA5 EDA and HRES) rarely predict high supersaturations because it uses 

912 an approximated method to compute ice supersaturation: Ice in a cloud free grid cell is formed 

913 only when the relative humidity reaches the limit for homogeneous ice nucleation. The ECMWF 

914 models then adopts a simplified assumption on the relaxation time, defined as the time taken for 

915 the ambient supersaturation to dissipate and reach equilibrium at RHi ≈ 100%68, where all 

916 supersaturated humidity are converted into ice and the RHi returns to ice saturation (100%) within 

917 one time step67,69. In reality, the relaxation time depends on the product of number and size of 

918 ambient ice crystals and the deposition of ambient water vapour on the ice crystals: A higher 

919 number of ambient ice crystals or a larger size increases the consumption rate of excess water 

920 vapour, thereby reducing the relaxation time70. Given the adoption of simplified assumptions, the 

921 ERA5 EDA shows an RHi distribution with rare occurrences of high ice supersaturations, and in 

922 many cases, the ice supersaturation is just above or close to 100%. Therefore, in addition to the 

923 reason highlighted in §S4.2, CoCiP tries to correct for this approximate form of ice supersaturation 

924 by enhancing the specific humidity (from the ERA5 EDA and HRES) by dividing it with RHic (= 

925 0.9) as a workaround, and this approach also accounts for the sub-grid scale variability that cannot 

926 be resolved from the resolution of existing ECMWF models.



S46

927
928 Figure S23: Validation of the ERA5 EDA meteorological dataset against in-situ measurements of the ambient 
929 temperature, wind (U & V component) and RHi provided by the IAGOS MOZAIC experimental campaign. 
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930 S4.4 Uncertainty Analysis

931 We implemented CoCiP with a Monte Carlo simulation and assumed that the meteorological 

932 uncertainties provided in the ERA5 EDA follow a Gaussian distribution71. For each Monte Carlo 

933 simulation and time slice, a random uncertainty factor is generated for the required meteorological 

934 and radiation parameters from the ERA5 EDA. Hence, this approach assume that the uncertainties 

935 are correlated spatially. 

936 While we acknowledge the presence of uncertainties in the RHic, this parameter is kept constant 

937 at 0.9 because of the limitations in existing datasets where the uncertainty range and distribution 

938 cannot be quantified. We attempted a workaround to circumvent the use of RHic by using the in-

939 situ RHi measurements provided by the MOZAIC dataset to correct for the RHi provided by the 

940 ERA5 datasets, but concluded that a complete assessment is not possible because: (i) in-situ 

941 measurements of the RHi were only collected from 28 distinct flights with a limited coverage 

942 within the domain of the CARATS Open Data; which leads to (ii) an incomplete dataset to fully 

943 capture the spatial distribution and the day-to-day variation of the RHi over Japan; and (iii) 

944 uncertainties in the ambient H2O measurements (which is used to compute the RHi). A second 

945 attempt was also made by specifying an arbitrary uncertainty range for the RHic in the Monte Carlo 

946 simulation: Given that the uncertainties in the RHic is not expected to vary temporally, it is more 

947 logical to vary the RHic between Monte Carlo simulations rather than each time step. However, 

948 this approach leads to unrealistic scenarios where one Monte Carlo simulation generates a lot of 

949 contrails (RHic = 0.85) and another where negligible contrails are produced (RHic = 0.95) 

950 throughout the six weeks of data. Additionally, the uncertainties introduced by the RHic would 

951 overshadow all other uncertainties arising from the BC PN emissions and meteorology. Based on 

952 these limitations, we therefore refrained from including RHic in the uncertainty analysis, and 

953 instead stick with the methodology of previous studies4,52,65 by enhancing the specific humidity 

954 (provided by the ERA5 datasets) by dividing it with a constant RHic (=0.9).

955 Uncertainties in aircraft BC PN emissions (previously described in §S3.4) are also propagated to 

956 quantify the range of contrail characteristics and climate forcing. The input variables (and their 

957 respective uncertainty distribution) that are propagated to the modelled contrail outputs are 

958 summarised in Figure S24 and Table S6. 
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959 We note that the randomised uncertainty factor applied to each variable and Monte Carlo 

960 simulation is also saved as a matrix to ensure that the model outputs are reproducible, of which 

961 uncertainties in the aircraft EIn and meteorology are consistent between the: (i) baseline scenario 

962 where contrails forming from original trajectories are modelled (further details in the main text 

963 and §S5); and (ii) diversion cases where a selected number of aircraft with the largest contrail EF 

964 are diverted by ±2000 feet to minimise the climate forcing of contrails (further description in 

965 §S6.1).

966
967 Figure S24: Flow chart of input variables which uncertainties are propagated to the modelled contrail outputs.

968 Given the computational demands where one CoCiP run for the full six weeks of aircraft 

969 movements data over Japan takes approximately 5 h, we have restricted the number of Monte 

970 Carlo simulation to 100. To overcome this limitation and ensure a rapid rate of convergence, the 

971 stochastic factors applied to model the uncertainties in aircraft PN emissions and meteorology are 

972 generated using the Sobol sequence49, a quasi-random low-discrepancy sequence, and then 

973 scrambled using the Matousek-Affine-Owen algorithm72. When compared with purely random 

974 numbers, the quasi-random numbers (Sobol Sequence) are able to cover the domain of interest 

975 more rapidly and evenly, which increases the rate of convergence. Using this approach, the results 

976 have shown that the fleet-averaged contrail outputs converges to within 0.1% after 100 runs 
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977 (Figure S25), while outputs from individual flights (with larger uncertainties) converge to within 

978 1% (Figure S26). For individual flights, the uncertainty bound in the BC EIn, contrail 

979 characteristics and climate forcing are approximately one to two orders of magnitude larger 

980 relative to the fleet-average because uncertainties arising from individual flights cancel out when 

981 aggregated over the entire fleet. 

982
983 Figure S25: Convergence of the fleet-averaged contrail outputs, such as the (i) total number of flights forming 
984 contrails, (ii) mean contrail segment age, (iii) ice particle volume mean radius, (iv) optical depth, (v) net RF and 
985 (vi) contrail EF, relative to the number of Monte Carlo simulation. After 100 runs, the percentage difference 
986 in mean values with respect to previous estimates are typically below 0.1%. 
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987
988 Figure S26: Convergence of the contrail outputs produced by an individual flight (an Airbus A330-300 flight 
989 on the 6th of September 2012) relative to the number of Monte Carlo simulations. After 100 runs, the percentage 
990 difference in mean values with respect to previous estimates for the (i) total number of contrail waypoints, (ii) 
991 mean contrail segment age, (iii) ice particle mean radius, (iv) optical depth, (v) net RF, and (vi) contrail EF 
992 converges to below 1%. 
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993 Table S6: Summary of the uncertainties and distribution for each input variable, which uncertainties are 
994 propagated forward to the modelled contrail outputs.

Input Variables Units Uncertainty 
Distribution Notes

Aircraft Emissions
BC EIn kg-1 Lognormal [-70%, +200%] (§S3.4)

     - BC EIm (SAC) mg kg-1 Uniform [-20%, +50%] of FOX & ImFOX outputs (Fig S12)

     - BC EIm (DAC) mg kg-1 Uniform ± 50% for both pilot & main stage (Fig S13)
     - GMD nm Normal ± 20% (Fig S15)
     - GSD - Normal ± 10% 3

     - kTEM - Normal ± 32.9% 45

     - DTEM - Normal ± 18.0% 45

     - Dfm - Normal ± 7.9% 73

     - BC ρ0 kg m-3 Normal ± 7.8% 44

     - δloss nm Uniform [-8.5nm, -3nm] (Fig S14)

     -  𝒎𝐟 kg s-1 Normal Uncertainties from Tamb & winds (ERA5 EDA)
Meteorological Inputs

Ambient temperature (Tamb) K Normal
Specific humidity (q) kg kg-1 Normal
U-component of wind (U) m s-1 Normal
V-component of wind (V) m s-1 Normal
Vertical velocity (ω) Pa s-1 Normal
Specific cloud IWC kg kg-1 Normal

10-member ensemble means and standard deviations 
provided by ECMWF's ERA5 EDA

Radiation Inputs
Reflected solar radiation (RSR) W m-2 Normal
Outgoing longwave radiation (OLR) W m-2 Normal

10-member ensemble means and standard deviations 
provided by ECMWF's ERA5 EDA

995

996 S4.5 CoCiP Programming Language & Modifications

997 While CoCiP was originally developed and coded using the Fortran programming language4, we 

998 have translated the CoCiP codes from Fortran to MATLAB. This recoding provides several clear 

999 advantages such as the improved user interface for debugging purposes, as well as the revision of 

1000 the code structure and logic to improve the computational efficiency of CoCiP.

1001 For the purpose of this study, several minor modifications have also been made to CoCiP: Firstly, 

1002 a Monte Carlo loop was added to model the uncertainties of contrails from individual flights, where 

1003 further information was presented in the SI4.4. Given the high temporal resolution of the CARATS 

1004 Open Data (where the aircraft positional data is recorded every 10s), the computational time 

1005 required for CoCiP to complete one Monte Carlo simulation through the six weeks of aircraft 
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1006 activity data is approximately 5 h, or 500 h (20.8 days) of computational time if the number of 

1007 Monte Carlo simulation is specified to 100. To reduce this computational time, the structure and 

1008 logic of CoCiP is modified, enabling it to break the overall task into smaller pieces for parallel 

1009 computing. When the codes are run in an Intel Xeon Processor E5-2640 v4 (10 cores and a 

1010 processor base frequency of 2.40 GHz) and 64 GB of RAM, we are able to reduce the 

1011 computational time to approximately 48 h (2 days).

1012 S5 Baseline Contrail Modelling Results (Fleet & Individual Flight)

1013 The characteristics and climate forcing of contrails is modelled for individual flights and then 

1014 aggregated to obtain average values for the entire fleet (six weeks of aircraft activity provided by 

1015 the CARATS Open Dataset). The contrail outputs provided by CoCiP are visualised: Figure S27 

1016 provides a 3D visualisation of the aircraft flight trajectories together with the location of individual 

1017 waypoints forming contrails. We note that the CoCiP simulated contrail properties has previously 

1018 been validated5,52,74–76 against various satellite observations, in-situ measurements and estimates 

1019 from large eddy simulations (LES). 

1020

1021 Figure S27: 3D visualisation of the flight trajectories in the CARATS Open Data. The location of individual 
1022 waypoints forming contrails are also plotted on top of the flight trajectories, together with their the initial RHi 
1023 for which contrails are formed (colour bar).
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1024
1025 Figure S28: Histograms showing the uncertainty distribution of the fleet statistics, contrail characteristics and 
1026 climate forcing aggregated across six weeks. These results are simulated using the ERA5 EDA meteorological 
1027 dataset with a Monte Carlo simulation (100 runs).

1028
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1029
1030 Figure S29: Outputs of the remaining contrail properties that were not presented in Figure 1 in the main text. 
1031 The hourly time step covers all six weeks of simulation, where each week consist of 168 h (and time step). 
1032 Contrails are simulated with CoCiP using meteorological inputs from the ERA5 HRES (red line) and the EDA 
1033 (black lines, and the shaded region represents the 95% CI for the particular time step).

1034 The histograms presented in Figure S28 show the range of the fleet-aggregated contrail 

1035 characteristics and climate forcing, of which contrails are modelled using the ERA5 EDA 

1036 meteorological dataset with a Monte Carlo simulation (100 runs). Apart from the maximum 

1037 contrail segment age and average volume mean radius which follows a beta/exponential and a 

1038 relatively uniform distribution respectively, the uncertainties for the simulated contrail properties 

1039 and climate forcing generally follow a normal and lognormal distribution. The ranges of contrail 

1040 characteristics and climate forcing (simulated using the ERA5 EDA) are also compared with the 
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1041 results from a nominal run of CoCiP using the higher-resolution ERA5 HRES: The hourly outputs 

1042 for six contrail parameters (such as the total number of flights forming contrails, maximum contrail 

1043 segment age, average contrail volume mean radius, optical depth (τ), net RF and the contrail EF 

1044 aggregated across the fleet) were previously presented in Figure 1 in the main text, while Figure 

1045 S29 shows the results of the remaining parameters (the total number of contrail waypoints, total 

1046 contrail segment length, and average SW and LW RF for each time step). In general, the contrail 

1047 properties simulated using the HRES are within the uncertainty bounds that are estimated from the 

1048 EDA.

1049 Additionally, the contrail characteristics and climate forcing arising from one single flight is also 

1050 modelled to compare the range of uncertainty relative to the fleet-aggregated results. This flight, a 

1051 Boeing B747-400 (Flight ID: FLT2429 on the 11th of July 2012), was selected because the nominal 

1052 contrail EF (estimated with the ERA5 HRES) is the highest in the dataset. The trajectory of this 

1053 particular flight is shown in Figure S30, and the histograms presented in Figure S31 show the 

1054 uncertainty range and distribution of the different contrail properties. 100 Monte Carlo simulations 

1055 for this particular flight takes approximately 30 minutes of computational time.

1056
1057 Figure S30: Flight trajectory for FLT2429 on the 11th of July 2012, a Boeing B747-400 which was selected to 
1058 model the uncertainties in different contrail parameters arising from a single flight. 

1059 On average, the uncertainties for each contrail properties are around one to two orders of 

1060 magnitude larger relative to the fleet-aggregated values: (i) 85.8% [15.6%, 88.4%] of the flight 

1061 segment form contrails; (ii) the mean and maximum contrail segment ages are 8.10 [1.01, 10.6] h 
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1062 and 12.8 [3.19, 16.2] h respectively; (iii) the contrail τ is 0.104 [0.044, 0.202]; and (iv) the contrail 

1063 net RF’, EF and EF per unit length of contrail are 2.60 [-1.51, 7.14] W m-2, 4.63 [-0.01, 16.6] ×1015 

1064 J, and 4.59 [-0.017, 15.4] ×109 J m-1 respectively. Finally, we also note that the nominal contrail 

1065 EF from this particular flight amounts to 0.086% of the nominal EF produced by the fleet, despite 

1066 accounting for only 0.0022% of the total flight distance travelled by the fleet. 

1067
1068 Figure S31: Histograms showing the uncertainty distribution of contrail characteristics and climate forcing 
1069 that are produced by one single flight (FLT2429 on the 11th of July 2012). These results are simulated using the 
1070 ERA5 EDA meteorological dataset with a Monte Carlo simulation (100 runs).
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1071 S6 Mitigation Solution 1: Small-scale Contrail Diversion Strategy

1072 S6.1 Rationale  

1073 Given that only 2.0% to 2.5% of flights contribute to 80% of the contrail EF (as presented in Figure 

1074 S32, showing the cumulative plot for the total contrail EF vs. the proportion of flights responsible 

1075 for it), the implementation of a fleet-wide contrail diversion strategy might not be necessary.

1076
1077 Figure S32: Cumulative plot showing the percentage of the total contrail EF (over the six one-week periods of 
1078 air traffic data) versus the proportion of flights that is responsible for the contrail EF. The individual lines 
1079 represent the results from each Monte Carlo simulation (n=100) which are simulated using the ERA5 EDA 
1080 meteorological dataset, and the shaded regions (in red) represent the percentage of flights being responsible for 
1081 80% of the contrail EF. 

1082 A small-scale strategy which selectively diverts flights that contribute to the largest positive EF, 

1083 could significantly reduce the contrail climate forcing and minimise the potential disruptions to air 

1084 traffic management (ATM). 

1085 Figure S33 identifies the flights that contribute to 80% of the contrail EF for the six one-week 

1086 periods of the CARATS Open Data. All the flights presented in Figure S35 have a positive EF 

1087 because flights with a negative EF (cooling contrails) are not included. The average air traffic 

1088 density (ATD) above 20,000 feet (shown in the right axis) is used to approximate the free airspace 

1089 capacity that could be available for a diversion, and is calculated as follows77,

 ATD [km ―1 h ―1] =
∑Flight Distance Travelled

Airspace Area [ ≈ 3.476 × 106 km2], (S55)
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1090 For a comparison, the ATD in the North Atlantic oceanic airspace ranges from 0.01 to 0.05 km-1 

1091 h-1, and above 0.06 km-1 h-1 in North America and Europe77.

1092 As shown in Figure S33, flights with the largest warming EF predominantly occur between 15:00 

1093 and 06:00 Japan local time for reasons that are described in the main text. We also note that the 

1094 time of day when the largest warming EF occurs also depend on seasonality. For example, during 

1095 the summer (week of July-2012), contrails with the largest EF predominantly form later in the day 

1096 (after 15:00 Japan local time), likely due to the late sunset time at around 19:00 local time, and 

1097 contrails that were formed before 15:00 local time spends a larger proportion of time reflecting 

1098 incoming solar radiation with a SW RF component. Conversely, contrails with a large EF are 

1099 formed earlier in the day (10:00 to 15:00 local time) in spring and autumn (March-2012, May-

1100 2012 and September-2012) because of the long lifetime (> 8 h) and an earlier sunset time of around 

1101 17:45 to 18:30 local time. For the weeks of November-2012 and January-2013, these trends do not 

1102 apply: Contrails with the largest EF are formed after 15:00 local time even when the sunset time 

1103 occurs between 16:30 and 17:00 local time because the contrails formed during these weeks are 

1104 generally short-lived (< 4 h).

1105 Previous studies have shown that ice supersaturated regions (ISSR) typically have large horizontal 

1106 extensions of 150 ± 250 km, but the vertical extensions are relatively shallow at around 0.7 ± 0.1 

1107 km (≈ 2300 ± 300 feet)78–80. A visual examination of the spatial distribution of the RHi and ambient 

1108 temperature from the ERA5 HRES reanalysis (Figure S34) supports this statement: A small change 

1109 in cruising altitude (± 2000 feet) could be sufficient to minimise the flight distance within regions 

1110 where contrails could persist for long periods and spread, thereby reducing its lifetime and EF. 

1111 Therefore, given the characteristics of an ISSR, a vertical diversion (via flight level changes) is 

1112 preferred over a horizontal (lateral) diversion to minimise the increase in flight time, distance 

1113 flown, fuel consumption and CO2 emissions. 

1114 Based on these results (Figures S33 and S34), a small-scale strategy is proposed where flights are 

1115 diverted vertically by ± 2000 feet, and diversions are prioritised for only flights with the largest 

1116 contrail EF. The approach to implementing such a strategy is outlined in the next subsection. 
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1117

1118 Figure S33: Flights that contribute to 80% of the total contrail EF and the times of day which these flights 
1119 occur. Error bars denote the 95% CI. The air traffic density above 20,000 feet (average and standard deviation) 
1120 for different times of the day is shown in the right axis, while data on the mean contrail segment age is shown 
1121 by the symbol colour.

1122
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1123
1124 Figure S34: Spatial distribution of the RHi, ambient temperature and wind velocity vectors provided by the 
1125 ERA5 HRES meteorological dataset at three distinct pressure altitudes: 25,000 Pa (34000 feet), 22,500 Pa 
1126 (36200 feet), and 20,000 Pa (38600 feet). 

1127 S6.2 Approach  

1128 Figure S35 shows the flow chart outlining the procedure of this proposed small-scale diversion 

1129 strategy. Results from the baseline scenario (SI §S5) is first used to identify the flights that 

1130 contribute to 80% of the contrail EF. Alternative trajectories are then generated for these flights 

1131 by modifying the cruising altitude by ± 2000 feet using the performance specifications for specific 

1132 aircraft types provided by Eurocontrol2, including the ROCD and altitude service ceiling. 

1133 Examples of alternative trajectories are shown in Figure S36. These alternative trajectories also 

1134 conform with the design of existing airspace structures where flights travelling at opposite 

1135 directions are typically separated at vertical intervals of 1000 feet (ref.81). 
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1136
1137 Figure S35: Flow chart outlining the procedure of a proposed small-scale contrail diversion strategy.

1138
1139 Figure S36: Examples of alternative trajectories, where the aircraft cruise altitude is modified by ± 2000 feet.
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1140 With the alternative trajectories now available, the same Monte Carlo simulation (outlined in the 

1141 SI §S4.4) is then used to quantify uncertainties of the required model outputs. For each Monte 

1142 Carlo simulation, distinct meteorological values provided by the ERA5 EDA are used to calculate 

1143 the total fuel consumption from the original and alternative trajectories (BADA 3), BC EIn (FA 

1144 model), and the contrail EF (simulated with CoCiP). To account for the potential constraints in 

1145 ATM, a strategy is formulated where: (i) all the flights that are identified to contribute to 80% of 

1146 the contrail EF are instructed to divert during the night when the ATD is low (20:00 to 06:00 local 

1147 time); while (ii) only a limited number of flights are allowed to divert during the times when air 

1148 traffic is high but not at its peak (ATD < 0.06 km-1 h-1, 15:00 to 20:00). For flights that are selected 

1149 for a diversion, the trajectory yielding the lowest EF (which can be negative) is then selected. We 

1150 note that mitigation is achieved not simply by contrail avoidance but by minimising the climate 

1151 forcing of contrails, and therefore, the minimum selected is not a trajectory without contrails. After 

1152 100 runs, the 95% CI for various model outputs are calculated, including the percentage change in 

1153 fuel consumption and reduction in contrail EF for individual flights and then aggregated across the 

1154 fleet. Uncertainty in the total fuel consumption accounts for uncertainties in the ambient 

1155 temperature and upper atmospheric winds (provided by the ERA5 EDA) but does not include 

1156 known limitations82,83 of BADA 3 (which was described in the main text).

1157 The diversion of flights requires trade-offs to be made between minimising the contrail climate 

1158 forcing and the potential increase in fuel consumption (and CO2 emissions). To compare the 

1159 climate forcing of contrails and CO2 emissions, the absolute global warming potential (AGWP)84, 

1160 the time integral of the RF of CO2 over time, is used as a first-order approximation to quantify the 

1161 CO2 EF and total EF (contrails plus CO2), 

1162 where TH is the time horizon, TFC is the total fuel consumption,  is the AGWP with AGWP100 years

1163 a 100-year TH (92.5 [68, 117] ×10-15 yr Wm-2 per kg-CO2 at a 95% CI84),  is the emissions EICO2

1164 index for CO2 (3.16 kg kg-1)85 and  ( )86 is the Earth’s surface area. Although SEarth 5.101 × 1014 m2

1165 approximately 25% of the emitted CO2 remains in the atmosphere after a millennium, we applied 

1166 the 100-year TH to be in line with the Kyoto Protocol84, and assumed that the AGWP is normally 

  CO2 EF [J] = ∫TH
0 RFCO2d𝑡 × SEarth = [AGWP100 × (365 × 24 × 602)] × TFC × EICO2 × SEarth, (S56)
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1167 distributed in the Monte Carlo simulation. A 20- and 1000-year TH84 are also used to determine 

1168 the sensitivity of the CO2 EF due to the choice of TH for the AGWP. 

1169 S6.3 Results & Discussion  

1170 For the six weeks of data, the results (presented in Figure 4a the main text) shows a significant 

1171 mitigation potential where diverting up to 1.7% of the flights could reduce the contrail EF by 59.3% 

1172 [52.4%, 65.6%]. On average, the results suggest that the contrail EF is more efficiently reduced 

1173 when the aircraft cruising altitude is reduced by 2000 feet (57.9% of diverted flights) relative to 

1174 an altitude increase of +2000 feet (42.1% of diverted flights). However, when the results are 

1175 disaggregated into individual weeks, Figure S37 shows that flying lower (-2000 feet) reduces the 

1176 contrail EF more efficiently during the summer months (64.2% of the diverted flights on average 

1177 in May, July and September 2012), while the algorithm recommends flights to fly higher during 

1178 the winter months (63.6% of the diverted flights on average in November 2012, January and March 

1179 2013). This could be due to the seasonal variation of the tropopause height87, which tends to be 

1180 higher during the summer months and the aircraft might not be able to reach the lower and drier 

1181 stratosphere even when the cruising altitude is increased. Conversely, the lower tropopause height 

1182 during the winter months imply that an increase in cruising altitude by 2000 feet could be sufficient 

1183 for the aircraft to reach at the stratosphere. 

1184
1185 Figure S37: Percentage of cases where the diverted flights maximise the reduction in contrail EF by modifying 
1186 their cruising altitude by ± 2000 feet. The results are broken down into individual weeks. Error bars denote the 
1187 95% CI.
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1188 For some flights, the percentage change in fuel consumption is greater than ± 5% (Figure S38), 

1189 which has been verified to be accurate and realistic. For example, Figure S39 provides an example 

1190 of a flight with a 40% increase in fuel consumption from the alternative trajectory (of increasing 

1191 the cruising altitude by 2000 feet): For this particular flight, the total flight time over the Japanese 

1192 airspace is 894 s (14.9 min), and hence, the absolute value of the total fuel consumption from the 

1193 original trajectory is only 920 kg. The flight then spends 222 s (24.8% of the flight time in the 

1194 Japanese airspace) climbing from 38,000 feet to 40,000 feet, resulting in a higher and the total 𝑚f

1195 fuel consumption computed by BADA3 from the new trajectory is 1292 kg (40.4% increase). 

1196 However, due to the short flight distance (that is captured by the CARATS Open Dataset), the 

1197 contrails length and EF produced in the Japanese airspace is small, and hence not selected for 

1198 diversion (and not reflected in Figure S38).

1199
1200 Figure S38: Percentage change in the contrail EF vs. the change in fuel consumption for each flight that are 
1201 selected for a diversion. Error bars for both the percentage change in contrail EF and fuel consumption denote 
1202 the uncertainties at a 95% CI.

1203 The CO2 EF (in units of J) is approximated using Eq. (S56), which assumes that the CO2 emitted 

1204 locally gets well-mixed and distributed over the Earth atmosphere at a mixing time far smaller than 
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1205 the mean atmospheric lifetime of CO2. Using Eq. (S56) and an AGWP time horizon of 100 years, 

1206 the CO2 EF per unit mass of fuel burned is estimated to be 4.70 [3.45, 5.95] ×109 J kg-1. The 

1207 estimated mean fuel consumption for all flights in the Japanese airspace (7.26 kg km-1) is 53% 

1208 higher than the estimated global mean fuel consumption from Schumann et al.74 (4.75 kg km-1). 

1209 This is because 58% of all flights in the CARATS Open Data are short-haul domestic flights, 

1210 where a higher proportion of time is spent in the take-off and climb phase of flight. Using our 

1211 mean fuel consumption value of 7.26 kg km-1, the CO2 EF per flight distance is 3.41 [2.50, 4.32] 

1212 ×107 J m-1. This value can be used as a reference when comparing with the contrail EF values per 

1213 flight distance, which has an average of 5.35 [3.82, 6.62] ×107 J m-1 over the six one-week periods 

1214 in the Japanese airspace. 

1215
1216 Figure S39: Example of a flight in which the percentage change in fuel consumption from flying the alternative 
1217 trajectory (+2000 feet in cruising altitude) is greater than 10%. 

1218 For the entire fleet, Figure S40 shows the reduction in the total (nominal) EF versus the percentage 

1219 of flights that are diverted. The baseline scenario (0% of flights diverted) show that 60.8% of the 

1220 total EF originate from contrails, while the remaining 39.2% are from the CO2 emissions from the 

1221 entire fleet. For the six weeks of data, diverting up to 1.7% of the flights could reduce the total EF 

1222 by 35.6% [27.6%, 44.2%]. The reduction in total EF is contributed almost entirely by the reduction 

1223 in contrail EF, while the change in the CO2 EF as a result of a diversion appears to be negligible. 

1224 The sensitivity of CO2 EF and the percentage reduction in total EF (contrails plus CO2) due to the 

1225 choice of AGWP TH is summarised in Table 3 in the main text. If an AGWP of a longer TH of 
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1226 1000 years, AGWP1000 years (548 [380, 716] ×10-15 yr Wm-2 per kg-CO2 at a 95% CI84) is used to 

1227 quantify the EF of CO2, this sensitivity analysis suggest that the overall reduction in the total EF 

1228 will be significantly smaller at 12.2% [7.55%, 23.1%]. In contrast, the total EF could be reduced 

1229 by up to 50.1% [44.6%, 55.4%] if a shorter TH of 20-years (25.2 [20.7, 29.6] ×10-15 yr Wm-2 per 

1230 kg-CO2) is used. 

1231

1232
1233 Figure S40: Reduction in the total (nominal) EF vs. the percentage of flights diverted.
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1234 While the potential changes in the global mean surface temperature, quantified using the Absolute 

1235 Global Temperature Potential (AGTP) are also important, we have refrained from quantifying it 

1236 because the current level of scientific understanding remains low88.

1237 S7 Mitigation Solution 2: Widespread Adoption of DAC Aircraft

1238 Alternatively, a widespread use of aircraft powered by DAC engines could reduce the climate 

1239 forcing of contrails over the longer term. For the baseline scenario (with no diversion), the contrail 

1240 properties produced by aircraft powered by SAC and DAC engines are separately analysed. We 

1241 note that SAC aircraft represent the majority of the flights in the CARATS Open Data (84%, or 

1242 35076 flights) while DAC aircraft represent around 16% of the dataset (6351 flights) over the six 

1243 weeks. The methodology used to identify DAC aircraft were previously outlined in §S2.4. Figure 

1244 S41 shows the distribution of the nominal contrail characteristics and climate forcing from 

1245 individual aircraft powered by SAC and DAC engines for the baseline scenario. On average, the 

1246 contrails produced by DAC engines have an average age of up to 10 h and τ of up to 0.8, relative 

1247 to SAC aircraft with an average age and τ of up to 13.5 h and 1 respectively. Therefore, the 

1248 magnitude and range of the contrail net RF’ and EF produced by DAC aircraft are smaller relative 

1249 to SAC aircraft. 

1250 A hypothetical scenario is formulated where all aircraft in the fleet are assumed to be powered by 

1251 DACs. Under this scenario and coupled with the same Monte Carlo simulation, the fleet-

1252 aggregated contrail characteristics and climate forcing (Table S7) are compared with the baseline 

1253 scenario with no diversion (results shown in Figure S42). The total and percentage of flights (and 

1254 distance) forming contrails remains unchanged, but smaller values are computed for the fleet-

1255 average: (i) mean contrail segment age (-19.5% [-25.3%, -12.5%]); (ii) τ (-33.1% [-38.8%, -

1256 27.2%]); (iii) net RF (-27.4% [-37.7%, -18.9%]); and (iv) contrail EF (-68.8% [-82.1%, -45.2%]) 

1257 relative to the baseline scenario. The uncertainty distribution of these variables (simulated under 

1258 the hypothetical scenario) are similar to the base case, apart from the maximum contrail age which 

1259 showed that a larger and near uniform distribution of between 18 to 24 h. Finally, a combination 

1260 of the fleetwide adoption of DACs and the small-scale diversion strategy could reduce the contrail 

1261 EF by up to 91.8% [88.6%, 95.8%] (Figure S43a), and a reduction of up to 56.5% [43.9%, 70.3%] 

1262 for the total EF (Figure S43b). The large uncertainties in the percentage reduction in contrail EF 

1263 in week 6 (Figure S43a) is due to a small denominator (baseline contrail EF = 8.14 ×1016 J).
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1264 Table S7: Fleet-average contrail characteristics and climate forcing over six weeks, which are simulated under 
1265 the hypothetical scenario where all aircraft are assumed to be powered by a DAC engine. 

ERA5 EDACoCiP Outputs 
(6 weeks, fleet average, assuming 
that all aircraft are powered by 

DAC engines)
Nominal Lower 

bound
Upper 
bound

% Uncertainty 
w.r.t. Nominal

% Difference in 
Nominal Values 
w.r.t. Base Case

Total no. flights forming contrails 26517 25648 27360 [-3.28%, +3.18%] -0.06%
% of flights forming contrails 17.8 17.2 18.4 [-3.28%, +3.18%] -0.04%
% of flight distance forming contrails 7.14 6.64 7.74 [-6.91%, +8.46%] -0.13%
Mean contrail segment age (h) 2.61 2.51 2.70 [-3.68%, +3.68%] -19.5%
Maximum contrail segment age (h) 21.8 18.5 23.9 [-14.2%, +10.8%] -9.94%
Ice particle volume mean radius (µm) 17.3 16.7 17.8 [-3.53%, +3.01%] 29.9%
Contrail optical depth (τ) 0.096 0.092 0.101 [-3.55%, +5.75%] -33.1%
SW RF (W m-2) -3.13 -3.39 -2.80 [-8.25%, +10.6%] -29.2%
LW RF (W m-2) 4.37 4.17 4.67 [-4.71%, +6.68%] -29.0%
Net RF (W m-2) 1.26 0.99 1.59 [-22.0%, +26.0%] -27.4%
Contrail EF (× 1018 J) 1.68 1.19 2.11 [-29.2%, +25.3%] -68.8%
EF per contrail m (× 108 J m-1) 2.35 1.71 2.89 [-27.3%, +23.0%] -68.7%
% of flights responsible for 80% of 
warming EF 2.24 2.03 2.48 [-9.46%, 10.7%] 2.33%

1266
1267 Figure S41: Distribution of the nominal contrail characteristics and climate forcing for aircraft powered by 
1268 SAC (33237 flights) and DAC (6035 flights) engines over Japan for the baseline scenario. These results (baseline 
1269 scenario) are simulated with CoCiP using meteorological inputs from the ERA5 EDA. 
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1270
1271 Figure S42: Histograms comparing the uncertainty distribution of the fleet statistics, contrail characteristics 
1272 and climate forcing for the baseline scenario (blue bars) versus the hypothetical scenario where all aircraft are 
1273 assumed to be powered by a DAC engine (red bars). These results are simulated using the ERA5 EDA 
1274 meteorological dataset with a Monte Carlo simulation (100 runs).
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1275    

1276 Figure S43: Percentage reduction in the (a) contrail EF and (b) total EF (contrails and CO2 emissions) vs. the 
1277 percentage of flights that are diverted by ± 2000 feet for the combination of a fleetwide DAC adoption and 
1278 small-scale diversion strategy. The results are aggregated for the overall dataset (six weeks) and disaggregated 
1279 for specific weeks. The percentage of flights diverted do not fall to 0% because all flights that contribute to 80% 
1280 of the warming EF are allowed to divert at night. 

1281

1282 END OF SUPPLEMENTARY INFORMATION
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