Appendix

Let F,,s(-) denote the noncentral-distribution with degrees of freedomand s and non-

centrality parametef, and letF, ,(-) = F,. ;o(-). The mean and variance 67  ;(-) are

s(r+9) andz(r+5)2+(r+25)(s—2)

r(s—2) (s —2)%(s —4) ’ (11)

assuming that > 2 ands > 4, respectively.

We use the following representation of these distribut{d@ofinson et al. (1995), eq. (30.10)),

0o 8 5\]
e 2(9) U
Foss(u) = ZTzFMQl,S <m) (12)
=0
r s
FT,S(U) = ],:is (575)7 (13)

wherel,(a,b) is the regularized incomplete beta function (i.e., bet&idistion function) given
by

1

Lu(a,b) = B(a,b)

/u N1 —t)*tdt, (14)
0

whereB(a,b) = FF(ZZJFF%) is the usual beta function.
Proof of Lemma 1. The conditional distribution of the projected data maXiR andYR, given
R, are independenV, (R'u;, R’3XR) and N (R'us, R'YR), respectively. Note thafr = R'SR,
given R, is distributed as Wishaitl’;, (WF}LQ_lR’ER, ny + ng — 2). According to Theorem
3.4.8 of Mardia et al. (1979),

k
BARSIRON Y || PER——" (15)
j=1
Wherexi1+n2_j_1 for j = 1,...,k are independen{® random variables. From expression (15),

the proof is completed by showing that,;, (R’>R) > 0 with probability 1, where\,,;,(A) is
the minimum eigenvalue of the matrik Now, observe that

Amin (R'ER) =  inf «/R'SRu

[[ul[2=1

> inf 'Sv inf ||Ru|]* = Auin(X) > 0.

[[v]]2=1 [[ul[2=1
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Proof of Theorem 1
Part (a). Note that

n—k+1 T3

BIO(TH) = B {Bxy [00ID|R]} = B { B, [P B s,

)

UnderH,, the conditional distribution o?% %ﬂ% IS F. n—k+1, iINdependent oR. By (5), we
haveE[¢(T32)|Ho) = Eg {a} = a.
Part (b). UnderH; and for fixedR, the conditional distribution of—+! f%ﬂ% IS F) okt (n s 4ng )1 A
(Recall thatAg = (11 — po) R(R'SR) R (py — p2).) By (11) withr =k, s=n—k +1, and
§ = 0 we have that, — 1. By (11) withr = k,s =n —k +1,ands = (n;' +n;')"'Ap we
have undeiH;, and for fixedR, that the mean and variance?éfr% %ﬂg behave asymptotically
asc, + (nyt 4+ ny ) Ar/k and2/n, respectively. (We say thatbehaves asymptotically asf
a/b—1.)

It then follows from (5), (6), (16), and Chebychev’s ineqtyathat

E[¢(Tg)Hi] = Eg {E, , [¢(TF)|R, Hi]} — 1. (17)

Part (c). Using the property that,(a + 1,b) < I,(a, b), and (13), we have

k —k+1 kn—k+1
I e (_ +1, u> < T ke <_7 u>
kca+n—k+1 2 2 kca+n—k+1 2 2

= ka_kﬂ(ca) =1-oqa. (18)

Thus, using (16) and (18), we ha¥8(73)|H,| > «a. O

Proof of Theorem 2 By evaluating the conditional probability thét < « given the data, and

then taking an expectation over the data, we have

PlF<u] = E., {PR é*<uX,YH. (19)
Note that
P, l§*<uX,Y] - P B GIXY) v B (0HXY) ‘X,Y . (20)
Ve 11XY) fm V(051X Y) fm

where E, (6;|X,Y) andV, (6;
data, X, Y. Further, giverX,Y, the random variable§;, i = 1,2...,m} are independent and

X,Y) are the conditional mean and variancefbfgiven the
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identically distributed with finite variance. Now by usirgetCentral Limit Theorem, we have

lim { P, X,Y} g M B IXY) —0, (1)
moe Ve (61X, Y) fm

where®(-) is the standard normal cumulative distribution functiororf (7),

0* <u

E, (071X, Y)

= Lk, [1 — Fln—k+1 (

B n—k+1 :;;22? Y)YR(R'SR)"'R'(X-Y)
= /{1_Fk,n—k+1< ’ 2 dP g,

n—k+1 Tﬂg ' }

wherePy, is the probability measure corresponding to random ma&tri¥Ve claim that distribu-
tion of E, (¢7|X,Y) does not depend upon the parametersu, andX. To verify this claim, it

suffices to show that

EX,Y [E]R (QT |X7 Y)]r

h—k+1 22 (X-VYR(RSR)'R(X-Y)
[ g BT T

does not depend upopy(, 2, X) forr = 1,2, ..., wherePx v is the probability measure corre-
sponding to the datX, Y.
Note thatd < FE, (¢7]X,Y) < 1. Observe that

n—k+1 22(X-Y)R(RSR)TRX-Y)\|
// {I—Fk,n—kﬂ( o L 2 dPrdPxy (23)

n—k+1 0% (X-Y)R(R'SR)'R(X-Y) "
:/[/ {I—Fk’n_kH( k e ni+ng—2 IPx.y

where the interchange of integral are permitted by Fubithi&orem. Now, observe that un-

"2 (X V) R(R'SR)T'R/(X-Y) . .
(Y RuTS I )) isU(0,1) for any given

T

dPX7Y

(22)

dPR7

. . . —k—‘rl nqtn
derHy, the distribution off}, ,, ., |55 - “2 v

Projection matrixR. Therefore, the inner integral

- mm (¥ -Y)R(R'SR)T'R(X-Y)\|
/{1_ P <n k1l a2 (X-Y)R(R'SR)™'R/( ))} Pry  (24)

k n1+n2—2
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does not depend upon the paramétar, o, 32). This imply that (23) does not depend upon the
parameter for any positive integer

Now note that, from (22) and by using Fubini theorem, we have

Ex vy [E, (07X, Y)]

n—k+1 22(X-Y)R(R,SR;) " R/(X-Y)
/ / / H 1= Fontn e dPx.y
k n1+n2—2

In (25), observe thak; , i = 1,...,r, are iid with probability measur&y. By using this and
(24), it follows that

- h—kt1 (X -YV)R(RSR) ' RYX-Y)
/ 11 {1—Fk,n4f+1 ( . ine dPxy,
i=1

k n1+n2—2

f[ dPp,

i=1

(25)

does not depend upon the paraméier, 12, >2) which in turn implies that (22) holds for any

positive integer. Similarly, undert,, the distribution of/, (9’{

X, Y) also does not depend on

the parameters. Now note that

X,Y}-@(UER(I i )) <2 (26)
\/VR(GI‘X?Y)/m

From (19), (21), (26) and the dominated convergence theorenmave

o 1 (BXY) =0
VY e*XY)/m

Thus, for anynq, ny, asm — oo, the asymptotic distribution 0£ >-" 6 does not depend on

P, {6’* <u

m—ro0

lim {P [é* < U] EXY

212

the parameters, 1o, andX. This completes the proof. O

-l

Proof of Theorem 3The power of the test (8) is

El¢"[Hy] =

P é* < U{a,n1,na}

whereu, n, .} iS such that

P 9_* < WU{o,ni no}

H0:| = .

For a givena, ny, andn,, we haved < wug,n, 0,3 < 1. Thus, there exists a convergent subse-
quence ofuq », .} With an abuse of the notation, let this subsequencg bg, ...}, converging

to ug.
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We claim thatu,, > 0. To see this, note first that for dt,, n,), P(0* < ¢[Ho) < P(m~10; <
¢|Ho) = em, sinced; is uniform(0,1) distributed unddf,. Thus, there exists a positivesuch
that P(6* < €|Hyp) < « for all (ny, ny). It follows thatu, ,, ., > € for all (ny,n,) and therefore
Uy > € > 0.

Let v be positive. Sincé,; is the p-value of the test(73), it follows from Theorem 1 (b) with
a = vthatP(; < v|H}) = P(¢(T) = 1|H;) — 1. Therefore, sincen is fixed and finite,
P0; < v, i=1,...,mH}) — 1 and consequenthy?(#* < v|H}) — 1. This result holds
for all v > 0. SinCu{an, nyy — Ua > 0, it follows that P(6* < wign, n}[Hi) — 1, that is,
limy,, ny—oo E[o*[HS| = 1.

O

27





