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Today’s goals iHPC projects highlighted

Show case work at Virginia Tech where HPC, human interaction andportals/gateways have converged to enable interesting science.
Project 1: enabling complex workflows with Open OnDemand
Herd health monitoring via DNA sequencing.

Project 2: iHPC workflow for Weakly-Supervised Learning
Visualizing Ideology using Weakly-Supervised Learning.
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iHPC Gateway | HiL

In this discussion, we are really combining three concepts: interactivecomputing, gateways, and human-in-loop computing.
iHPC
Combination of HPC and human interaction to influence computational workflows.

Gateway
Portal of entry to compute resources.

HiL
Computation requiring human interaction integral to computation.
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Detection and genotyping of veterinary viral pathogens

Genome sequencing is more accessible, portable, and becoming the go-to forscreening. Here we are enabling vets by building tools for HPC from the edge.
Porcine Reproductive and Respiratory Syndrome virus in Pigs

• Annual losses in US of $760M
• Genotyping important for animal movement and treatment decisions

Infectious Bronchitis virus in Chickens
• Similar to PRRSv in variability and vaccination efficacy

Equine Herpesvirus-1 in Horses
• Highly contagious
• Quarantine released based on genotype identification
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High Performance Computing Barriers

Availability of hardware is not an (immediate) issue.
Access and use barriers are largely self-imposed.

• System access: ssh
• Software: no root access, modules
• Data (in/out): ftp, scp, rsync, etc
• Compute configuration, script writing: vi,emacs, etc
• Compute execution: job scheduling
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Open OnDemand as an enabler

Open, interactive HPC via the web.
Provides easy to use and extend, web-based access to HPC.
Features:

• Plugin-free web experience
• Easy file management
• Command-line shell environment
• Job Management and monitoring
• Graphical desktop environments and applications
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Open OnDemand Features | Out of the Box

Users come with a modern web browser and HPC credentials.
Open OnDemand provides zero-install and single sign-on solution.

• Landing page
• Files App
• Job Composer App
• Job Monitor
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Open OnDemand Features | Extensibility

OnDemand uses a plug-in style wrapper to facilitate app development.
Users and sites can develop and share custom apps.

• Jupyter Notebooks
• Matlab
• Rstudio
• ParaView, Comsol,etc
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OnDemand Pathogen detector workflow
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start jobs hot dir
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create

Start Results Viewer
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Open OnDemand Pathogen detector job form

Job form abstracts away all unessential scheduler settings.
WIP – add estimates for time to first results and project completion based on queueparameters, job characteristics and current queue jobload.

• keep form to basics
• inform choice of queues

• GPU queue gives faster timeper job
• CPU queue may be faster tocomplete full project

• end result is submission of job
• watcher for waiting for dataupload
• viewer for real time viewing ofresults as completed

• typical sequencing run gives300-1000 sequencing filestaking 1 min (GPU) to 10 min(CPU) to process
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Open OnDemand Job status as a Shiny App

MinION sequencing results in many small fast5 files.
MinION -> HPC storage -> Guppy -> Centrifuge -> additional steps.

• status for project metrics
• link to Pavian viewer
• add logic for additional steps

• blast
• send data to db
• kill all??
• more ...
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Open OnDemand Pavian results viewer

Pavian is a Shiny App (R).
VT-ARC enables R-Shiny through Singularity.

• Pavian results viewer
• results inform treatment
• results determine next steps
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Visualizing Ideology using Weakly-Supervised Learning

• Natural Language Understanding
• Bidirectional LSTMs with static and contextual embeddings

• Augmented Intelligence
• Human-in-the-loop: Results of DNNs used to create projections that assisthumans in classifying documents

• Interpretable
• Self-attention gives insight into the decision-making process of a DNN

• Evaluation of visualization techniques
• tSNE, PCA, MDS, Isomap

https://arxiv.org/abs/1908.02282
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Infrastructure

• Pytorch code that runs on GPUs
• Run on a Dell C4140 with 4 Volta GPUs with 16GB per-GPU memory
• Workflow automated with Airflow
• Hyperparameter optimization done with Comet.ml
• Group Python packages into conda environments to mitigate conflicts
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Overview

• Gather social media posts related to certain political hashtags, along withuser metadata
• Use PySpark/Spacy to clean and normalize data
• Create 2D projections of document affiliation using the DNN
• Interactive web application that displays the projections to help correctlylabel this weakly-supervised corpus
• A type of Active Learning
• Evaluate visualization/cognitive efficiencies of various visualization types
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Network
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Workflow

Weakly labeled data
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Application
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Attention for Interpretability

Figure: Heatmap of Attention weights
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Incorrect labels
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Plots

Figure: tSNE

Figure: MDS

Figure: PCA

Figure: Isomap
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Metrics

Figure: F1 scores for different embeddings
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Questions?
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