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History of Computational Social Science?

• Moreno (1934)

• Bott (1957)

• Erdos & Renyi (1959)

• Traverse & Milgram (1969)

• Granovetter (1973)

• Freeman (1970s)

• Holland & Reinhard (1981); Krackhardt (1987)

• Barabasi, Wattz and Strogatz (1990s)

• Newman, Snijders (2000s)



10 Year Anniversary



Central Question?

• Can we identify a field or a subfield, 
especially if interdisciplinary through 
the meta features of the papers 
published in the domain?

• The influence of top journals would be
paramount in defining an
interdisciplinary field.

• Nature and Science are natural targets.

Lenoir, Timothy. Instituting science: The cultural 

production of scientific disciplines. Stanford University 

Press, 1997.
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Features (Manual & Qualitative)



Features (editorial)



Non-Gaussian Features

• Citations (article/author) have been 
shown to follow highly skewed 
distributions (exponential, log-normal, 
power law)

• Constraints and bounds from below and
above. e.g. Length, Number of Authors, 
Time to Acceptance

• Possible violations of central tendency 
assumptions

D. J. de S. Price, Networks of scientific 
papers. Science 149, 510–515 (1965).



Highly Skewed Features
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Constraints

• Editorial constraints on length 
at top journals.

• Incentive to add material
online

• Necessary not to be careless 
with claims.



Editorial Decisions



Do we need a model?

• All models are bad, but some are…worse..

• Violations of non-normality

• General Linear Model is still robust, but it’s not clear if it would scale 
well when adjusting for a larger sample when considering the non-
linearity of our features.

• Binary (dichotomized) variables restrict our choices

• Non-parametric, classification, or clustering.



K-Nearest Neighbors (KNN)



K-Nearest Neighbors (KNN) – 2 or 3 Groups



Dropping the Manual Features + Extracting 
the Population



Result: Distinct Groups of 3



Future Work

• Our model does discriminate between groups/clusters of Nature 
articles, but it’s not clear what those groups are.

• The model has a long way to go:
• Inconclusive

• Data Difficult to collect

• NLP will play a big role but full text articles are hard to come by.


