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Abstract—The National Institute of Standards and Technology defines the fundamental characteristics of cloud computing as:
on-demand computing, offered via the network, using pooled resources, with rapid elastic scaling and metered charging. The rapid
dynamic allocation and release of resources on demand to meet heterogeneous computing needs is particularly challenging for data
centres, which process a huge amount of data characterised by its high volume, velocity, variety and veracity (4Vs model). Data
centres seek to regulate this by monitoring and adaptation, typically reacting to service failures after the fact. We present a real cloud
test bed with the capabilities of proactively monitoring and gathering cloud resource information for making predictions and forecasts.
This contrasts with the state-of-the-art reactive monitoring of cloud data centres. We argue that the behavioural patterns and Key
Performance Indicators (KPIs) characterizing virtualized servers, networks, and database applications can best be studied and
analysed with predictive models. Specifically, we applied the Boosted Decision Tree machine learning algorithm in making future
predictions on the KPIs of a cloud server and virtual infrastructure network, yielding an R-Square of 0.9991 at a 0.2 learning rate. This
predictive framework is beneficial for making short- and long-term predictions for cloud resources.
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1 INTRODUCTION

C LOUD computing service providers seek to deploy vast
quantities of shared resources that are managed in

an optimal way for all consumers. Monitoring describes
a collection of techniques for measuring cloud resource
consumption, performance, and for detecting anomalies [1].
Adaptation describes a collection of techniques for effecting
changes to a cloud configuration in order to improve per-
formance, or to counter anomalous behavior.

The state-of-the-art in cloud monitoring mostly gen-
erates statistics about Infrastructure-as-a-Service (IaaS) [2]
which is used privately to inform providers about the health
of the service. Consumers see other aspects, such as service
latency and response times, affected by the number of ten-
ants on a given platform [3], [4]. However, the relationship
between low-level resource provision and high-level con-
sumer experience is ill understood. While cloud providers
offer Service Level Agreements (SLAs), it is often not possi-
ble to tell whether these are being honoured. Providers want
to predict performance, plan capacity and detect anomalies
well in advance; and consumers need guarantees that their
SLAs are being honoured.

Many attempts have been made in recent years to ad-
dress this issue. For example, Kalyvianaki et al. [5] consid-
ered this problem on the basis of reactive monitoring and
adaptation of virtualized server applications, arguing that
data centre resources should be provisioned and managed
reactively. As a concrete example, they derived mathematical
relations between the allocation and utilization of the server
CPU and based on these relations, showed that appropri-
ate dynamic adjustment of its percentage CPU allocation
and utilization could be carried out on-demand. We argue,
however, that modern data centres have become increas-
ingly dynamic, complex and heterogeneous, and that the

reactive approach may not, therefore, be wholly suitable
for managing modern data centre servers and applications.
Our approach focusses instead on proactive monitoring and
adaptation, where Key Performance Indicator (KPI) patterns
for application servers are analyzed in advance.

It has often been observed that both small and large
organizations are rapidly moving to the cloud because of
the immediate cost benefits in adopting this technology, and
in so doing they increase the amount of data managed per
unit time interval in the supporting data centres. The multi-
shared environment of modern cloud data centres enables
great flexibility with which cloud computing resources can
be provisioned or deallocated. But this approach results in
the generation of huge amounts of data that are generally
characterized by the ‘4Vs’ (volume, velocity, variety and
veracity) [6], [7]. With these huge volumes of data from
data centres, we argue that the behavioral patterns and KPIs
characterizing virtualized servers, networks and database
applications can best be studied and analyzed with predic-
tive models such as the linear boosted decision tree regres-
sion algorithm. This approach allows both long- and short-
term predictions to be used as a guide for the provisioning
and deallocation of cloud data centre resources, and for
cloud data centre resource management more generally. A
key direct benefit of the approach would be the reduction
of over and under provisioning and utilization of cloud
computing resources.

We trained, tested, and evaluated predictive models
using the boosted decision tree regression algorithm and
bench-marked this approach with two state-of-the-art algo-
rithms (the ordinary least squares (OLS) and the stochastic
gradient descent (SGD)) [8]–[10]. Like other decision tree al-
gorithms, this is capable of handling outliers in the training
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set; it is preferred over other linear regression algorithms,
such as the ordinary least squares (OLS) algorithm, because
of its speed during training and its ability to scale well
on non-parametric data. We considered the accuracy of the
prediction algorithm, together with its linearity, the number
of features, and other parameters needed when using it.
For instance, a problem with high dimensional training set
example will require the application of principal component
analysis (PCA) or mixture discriminant analysis (MDA), and
a classification problem may require the application of mul-
ticlass logistic regression to solve complex problems [11].

Service level agreements (SLAs) are designed to establish
a bond between a cloud provider and a consumer. These
documents outline the quality-of-service (QoS) features that
must be maintained and respected by all parties involved.
The quality-of-service needs to be described in clear measur-
able performance metrics and the limitations of the services
or IT resource offered to the consumer [12]. In addition
to managing SLA, most application load and performance
testings at the design, integration, and operational stages
need to measure and predict the performance of these met-
rics in order to support a comprehensive decision-making
process (e.g. load balancing, billing, and controlling resource
usages) [13].

For these purposes we sampled data relating to the key
performance indicators of a real experimental cloud testbed
with a virtual infrastructure network (VIN) constructed in
Microsoft Azure. This framework enabled us to monitor
and measure the following server KPIs: Server hits per sec-
ond, throughput (average requests per second), bandwidth
consumption in Mbps, percentage CPU utilization, average
response time/latency in seconds, and Bytes received per
second.

Extensive supervised machine learning experiments con-
ducted with the boosted decision tree regression algorithm
on our generated data from the application server and
the virtual infrastructure network achieved a performance
with an R-square value of 0.9991 at a learning rate of 0.2
compared to two state-of-the-art (OLS and SGD).

1.1 Structure of the Paper

The rest of this paper is organized as follows. We present
previous work related to this investigation in section 2.
Section 3 presents the mathematical constructs and the
problem definition in terms of the boosted decision tree
(BDT) supervised machine learning algorithm. Section 4
covers the experimental testbed and describes the procedure
and tools used in data sampling for building and evaluating
the models for the predictive analytic framework. In section
5 we provide a critical review of the experimental results
based on the linear boosted decision tree regression method
used in predicting and forecasting cloud server KPIs for
adaptation purposes. In section 6 we evaluate and interpret
the trained and tested models and compare our results
with the state-of-the-art techniques in precious works. The
potential applications, benefits and threats to the validity of
our work are discussed in section 7. We summarise our main
conclusions in section 8, and include a number of topics for
further investigation.

2 RELATED WORK

We extend our discussion on the related work to cover some
key machine learning algorithms that have been employed
in solving the problem of workload prediction in cloud data
centres.

The work in Sackl et al. [14] presented five models in
capturing the effects of bandwidth consumption fluctua-
tions on user’s quality of experience. The five models (LTD,
SLTD, TJ, AREA, and double models) identified suitable
techniques for the observation of bandwidth fluctuations in
assessing the overall quality of the network. Their models
constructed new KPIs for characterizing the impact of band-
width fluctuations on the user experience. The LTD model
defines a fraction of time for which the bandwidth through-
put is said to be observed below the network connection
downlink referred to as the BDW. This time range allows a
mapping function to be modeled in order to relate the mean
opinion score to the fluctuating bandwidth. The selective
throughput duration model considers that the duration for
which a bandwidth fluctuations drops is unobserved by
the user whereas the TJ model is constructed based on
the principle of the moving average and avoids the high
sampling frequency in order not to obfuscate drops of the
bandwidth reference value. Both the AREA and the double
models work in a similar way as the LTD.

Menascé et al. [15], [16] presented a model framework
for predicting and comparing performance metrics on re-
sources. Their work focused on the application of queuing
theory formulae in building relations between the mean
values of the response times, throughput or resource uti-
lization and the mean demand placed on the type of re-
quests on the resource. Specifically, they designed exper-
imental techniques in a control environment to measure
these performance metrics (response time, throughput or
resource utilization) in order to estimate the mean demand
on the CPU utilization. A similar queuing network built
by [17] outperforms the regression-based approximations
characterizing the CPU utilization from consumer demands.
Both frameworks can be used in estimating and profiling
workload characteristics of individual virtual machines that
have been provisioned in the cloud.

Kumar et al. [18] applied an artificial neural network and
the adaptive differential evolution algorithm in predicting
cloud data centres workload. They performed experiments
on some HTTP server benchmark datasets from NASA
and the predicting models are seen to present an optimal
mutation. For a given time series obtained from a histor-
ical dataset, the techniques of Autoregresssion Integrated
Moving Average (ARIMA), Moving Average (MA), Autore-
gression (AR), Exponential Smoothing (ES), and Hidden
Markov (HMM) models are known to perform quite well
on historical sampled datasets with a uniform time interval.

Ban et al. [19] proposed the k–nearest neighbor (kNN)
approach for making predictions on financial time series
dataset. This algorithm was again applied by Eddahech
et al. [20] to model predictions on multi–media workload
fluctuations. kNN learners are generally considered lazy
trainers and may give rise to high computational cost in the
training phase. The combined techniques of neural network
and linear regression were presented by Islam et al. [21] in
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predicting workload variations in data centres. The frame-
work also described the sliding window concept and was
tested on historical CPU demand data. Experimental results
reveal that the sliding window performs better than the non-
sliding widow framework.

The technique of the boosted decision tree method in
our approach presents predictions with confidence bounds
of 98 % compared to the standard state-of-the-art ML (OLS
and SGD) algorithms. A prediction accuracy of 98 % means
that we are able to match the utilization signal and therefore
we are able to detect potential violations, over, and un-
derutilizations of the server resources (e.g. CPU utilization,
bandwidth traffic).

Chen et al. [22] presented combined techniques based on
both neural network and the steepest descent algorithms
in making predictions on workload fluctuations in data cen-
tres. Even though the technique suffers from high prediction
errors, it turns to improve on the prediction accuracy with
time delay.

Fan-Hsun et al. [23] presented a framework based on
a multi-objective genetic algorithm (GA) for dynamically
predicting and allocating cloud data centre resources. The
proposed GA predicts the resource requirements of the next
step ahead time slot based on the historical patterns of
the previous time slot. A similar approach of using the
stochastic model and the neural network was presented by
Prevost et al. [24] in predicting workload fluctuations in
cloud data centres. The approach exploited the benefits of
back propagation of neural networks and the high predic-
tion accuracy of the stochastic model.

Hu et al. [25] proposed a framework based on statistical
learning theory in constructing models using the Kalman
smoother and the support vector regression algorithms.
Prediction accuracy with their approach were evaluated to
be higher than the techniques that employ auto regression,
the back propagation neural network, and the canonical
support vector regression algorithms.

Pahlevan et al. [26] integrated a novel hyper-heuristic
and the K-means machine learning algorithm that dynami-
cally and optimally allocates VMs to servers in cloud data
centres. The sampled CPU utilization as well as the memory
traces of the VMs are classified with the K-means machine
learning algorithm in addition to a set of heuristics used
to determine the VM classes. In the last step of the ML
algorithm the VMs patterns and features are extracted with
the last-value predictor method and the reinforced learning
technique determines which VM should be assigned to a
particular class in the form of a finite set of actions and
states of the virtual machines.

The K-means classification-based approach demon-
strates an improvement of up to 24% server-to-server net-
work traffic. For large scale data centers, their approach
is able to reduce workload execution time by 480 times
compared to the state-of-the-art. In particular, when their
approach is compared to the correlation and network-
aware [27] state-of-the-art schemes, the ML, and Heuristic
methods significantly improve the network communication
overheads as the number of VMs provisioned increases. In
comparison with the state-of-the-art, the application of the
K-means technique helps achieve a reduction in violations

Fig. 1. Block diagram of of the conceptual framework.

in terms of server overutilization and network traffic over-
head especially in VMs off-peak loads management.

Our approach applies the linear boosted decision tree
regression algorithm in building predictive models that can
be used for analyzing and forecasting cloud resource alloca-
tion and consumption. We benchmarked and compared this
approach with the state-of-the-art ordinary least squares and
the stochastic gradient descent regression machine learning
algorithms. Our approach is further compared with the
work presented in [13], a reactive framework that con-
centrates on cloud systems workload capacity planning,
allocation, and redirection. In order to state the benefits
of our framework, extensive discussions on comparing our
approach to some state-of-the-art techniques such as [10],
[13] are covered in section 6.

3 PROBLEM DEFINITION

This section describes the boosted decision tree (BDT) linear
regression algorithm as it is applied in making predic-
tions on the server KPIs by building sub-functions within
the hypothesis space of an inductive ensemble learning
system. The problem of cloud resource provisioning and
consumption prediction can be stated in this approach as
one that can be formulated in the language of least squares
regression as having the overall aim of building models that
can make predictions on z-manifold observations. The goal
of teaching the model to predict a server application KPI
such as bandwidth fluctuations, latencies or the percentage
CPU utilization using a functional hypothesis space can be
achieved through the minimization of the mean squared
error.

3.1 Conceptual framework
Our monitoring and adaptation framework has four main
building stacks as depicted in Fig. 1.

1: The monitor stack consists of a dashboard that show-
cases the different purposes for conducting monitoring: The
pay-per-use monitor depicts metrics that may be relevant to
how resources are consumed and how much the consumer
may be required to pay for them. For example, the amount
of memory, bandwidth or %CPU utilization can be used
here as a metric for evaluating and billing the client as spec-
ified within the SLA. For the purpose of enforcing an SLA
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contractual agreement, the SLA monitor here can display
metrics such as the availability of the resources that were
provisioned within the cloud. The fail-over/infrastructure
monitoring stack is quintessential in characterizing transient
and general network issues. This component is generally
required in detecting failures and anomalous behaviors, and
how they can be mitigated before the virtual network and
the application server becomes unavailable.

2: The adaptation stack contains the filtering or machine
learning algorithm that is implemented to learn from be-
havioral patterns displayed by the virtual infrastructure
network and key performance indicators of the application
server. For instance, the implementation of an ensemble
learning algorithm (BDT) helps predict future resource con-
sumption patterns. In this case an adaptation strategy can
be enforced such as elastic load balancing, auto-scaling of
pooled resources or the migration of a DB workflow.

3: The third block of components consists of our applica-
tion server and the virtual infrastructure network nodes to
be monitored. We implemented a webservice platform that
mimics eBay or Amazon, in the sense that it can allow a
huge number of robot users to browse and make purchases
from the application. The content management and the
metrics polling techniques (push or pull) all constitute our
application stack as shown in Fig. 1.

4: The fourth stack is the admin user console that is
interfaced with the application in observing the different
metrics of the framework. The admin terminals administer
all the databases and storage required for the operation of
the system as shown in Fig. 1.

3.2 The BDT algorithm

The boosted decision tree learning methods first derived by
Friedman belong to an ensemble group of inductive learn-
ing methods [28], [29]. In these algorithms, the idea is to
teach a model how to perform predictions on a training set
example by sequentially constructing a set of hypotheses
in each iterative step. The individual hypotheses in the
final set of functions or hypotheses space are combined in
determining the predicted output [30], [31].

Consider a finite hypothesis space M . For each iteration,
a newly constructed function at the time interval is weighted
to determine its contribution to the output value of the final
hypothesis. Assigning weights to each hypothesis added to
the predictive model is called boosting [29], [32] (e.g. boost-
ing is normally initialized with a constant value greater
than 0). In the next iteration, these weights are increased
for results with weaker predictions while the hypotheses
with the correct results have their weights decreased. These
iterations continue until the final number of functions are
generated.

Assuming a training set {xi, zi}Ni=1 is obtained from
measuring the server KPIs of a virtual infrastructure net-
work or an application server provisioned in the cloud, the
goal here is to teach a model with the boosted decision
tree base-learner to make predictions on the input variable.
For instance, if the bandwidth fluctuations or the percent-
age CPU utilization constitutes the training set example
from the designed experiment, then it is computationally
realizable using the decision tree model objective function

to make predictions on the server KPIs. The rest of this
section presents the mathematical background behind the
construction of the boosted decision tree as a predictive
model according to [28], [32].

Let the hypothesis space be defined as one comprising
the functions generated at each iteration on the training
set example {xi, zi}Ni=1: the parameters for building the
functional space include the tree structure, score labels for
each leaf and the total number of trees to be generated. Since
each step generates its own subtree (also referred to as a sub-
hypothesis), the objective function constitutes the sum of all
the different hypotheses as defined in equation (1):

H = {h1, h2, h3, ...hT } (1)

where T is the total number of trees and h1, h2, ...hT are
the sub-hypotheses added to the hypothesis space during
each running of the training experiment. The boosted de-
cision tree can be constructed from a logical expression by
forming the disjunction of all the sub-hypotheses as shown
in equation (2) (see, e.g., [29]).

H ⇔ (h1 ∨ h2 ∨ h3 ∨ · · · ∨ hT ) (2)

If the decision tree can be constructed through the combi-
nation of the sub-hypothesis in (2), the next steps illustrate
how each of these sub functions can be constructed to fill
the defined hypothesis space H .

In building the regression tree from sampled observa-
tions on a server’s KPI at different time intervals, one im-
mediate step is to construct the loss function that minimizes
the least square errors. Thus the loss on making inaccurate
predictions on the training set data is the sum of the residu-
als between the predicted and the actual observations, given
as follows:

Error(E) =
m∑
j=1

e(zj , ẑj) (3)

This error function measures how well the model fits on
the training set. According to the formulation of the least
square error, if we take this to be the minimization objective
function, then the squared loss is given as follows:

e = (zj − ẑj)2 (4)

In order to characterize the complexity of the new model,
we define an additive L2 regularization hyperparameter
(see [32], [33] for the definition of the L2 regression) as
a component of our objective function. This component
combines the learning rate factor, λ, which ranges from
0 < λ ≤ 1 and can be used to tune the model. As a rule of
thumb, the model learns faster, the closer the learning rate
is to unity, but according to [31], this parameter should be
tweaked carefully to avoid overfitting. For the jth training
set {xj , zj}, the estimate of ẑj at sample interval j is the
sum of all the hypotheses generated from the previous to
the current estimates. These estimates in the hypothesis
space form the decision trees based stumps on if-then clauses
evaluation.

If a total of T regression trees is desired, then the model
function can be summarized (equation (5)) as the complete
objective function. The model which is characterized by
the sum of the heuristic hypotheses can be split from the
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base-learner into sub-leaves consisting of the sub-functions
within the ensemble defined in (1) by applying the infor-
mation gain (see definition in [28], [32], [33]). The complete
objective function can be stated as follows:

Error(E) =
m∑
j=1

e(zj , ẑj) +
∑
T

Ψ(hT ) (5)

where
∑

T Ψ(hT ) defines how complex the tree can be (hT ∈
H) summing all sub-hypotheses at the different iterations to
generate the ensemble, and T is the total number of trees
to be grown from the sub-hypotheses. Once the objective
function has been completely stated a prediction at a defined
period is simply the sum of the estimation at the previous
and current iterations. This can be expressed mathematically
as

ẑm = ẑ
(m−1)
j + hm(xj) (6)

where hm(xj) is the new function added to the growing
tree at the mth round of running the training experiment on
the model in predicting the values of z. It is this addition
of hm(xj) to the training loss function that is referred to as
boosting [28], [32]. Applying the steep gradient approach,
the sum of squares loss can be reconstructed from (4). If the
first and second partial derivatives are applied to equation
(4), then this leads to the following equation. If we consider
the total loss by taking the difference between the actual
and the predicted estimate as shown in (4), then the new
loss error square function can be rewritten as in (7):

e = (zj − (ẑ
(m−1)
j + hm(xj)))

2 + Ψ(hm(xj)) + C (7)

where C is a constant. The goal of combining equation (4),
(5), and (6) to form equation (7) is to allow the objective
function to be derived by applying the gradient descent
method. To this end, applying the first and second partial
derivatives to equation (7) and using the Taylor expansion
series for linearizing polynomials, then the error square
objective function can be rewritten [12] as:

Error(E) =
m∑
j=1

[∆hm(xj) +
1

2
∆2h2m(xj)] + Ψ(hm) (8)

where ∆ is partial derivative taken on the loss square error
function with respect to the previous estimates ẑ(m−1).

∆ = ∂ẑ(m−1)e(zj , ẑj) (9)

∆2 = ∂2ẑ(m−1)e(zj , ẑj) (10)

The component Ψ(hm), called the regularization parameter,
characterizes the complexity of the model. There are several
regularization methods in the literature (see [28], [32], [33]
for further reading) that can be employed for measuring the
complexity of a decision tree model. For this article, the L2

norm, which is defined as the standard Euclidean distance,
is used in combination with the learning rate to define the
structure of the tree. Thus the model complexity Ψ(hm)
contains the total number of the leaves and the L2 sums
the optimal weights within the ensemble. This formulation
can be expressed as:

Ψ(hm) = λ‖ωm‖2 + γL (11)

where ωm is the optimal weight assigned to each leaf in a
particular round of the training experiment and γL is the
total number of leaves from the tree. Algorithm 1 below
presents the pseudo code for the boosted decision tree
algorithm (following [28]).

Algorithm 1 The Boosted Decision Tree algorithm [28]

1: procedure BDT
2:
3: initialization
4: Consider an N training set example {xi, zi}Ni=1

5: Define a finite set, Ĥ , of hypotheses
6: Construct the error function
7: Construct the base-learner
8: ĥm ← constant
9:

10: read current state
11: for i← 1, N do
12: Compute the negative gradient ∆
13: Add a new base-learner to the hypothesis space
14: Optimize the gradient descent ∆
15: Update the ensemble with the hypothesis esti-

mate:
ẑm ←

(
z
(m−1)
j + hm(xj)

)
16: end for
17:
18:
19: return results
20: end procedure

3.3 How to Split the Leaves of the BDT
In this section, the information gain used in splitting the
leaves of a decision tree algorithm are given (following [32]).
In section 3.2, we presented details of how the base-learner
hypothesis and sub-hypotheses can be constructed to fill the
hypothesis space.

By defining the base function, the leaves of the tree can
be optimally constructed through equations (1) to (7) with
the L2 regularization loss function. According to [28], [32]
the sub-leaves can be greedily added to grow the tree using
the information gain explained as follows.

weightoptimal = − ∆

(∆2 + λ)
(12)

∆ = ∂ẑ(m−1)e(zj , ẑj) (13)

∆2 = ∂2ẑ(m−1)e(zj , ẑj) (14)

Error(E) = −
T∑

j=1

∆2

(∆2 + λ)
+ γT (15)

If we consider the leaves on the stump of a tree to be
partitioned as left and right sub-leaves, then the deviations
from the partial derivatives on the error loss function can
be determined to greedily grow the tree. This leads to
definition of the information gain as:

1

2

[
∆2

l

(∆2
l + λ)

+
∆2

r

(∆2
r + λ)

− (∆l + ∆r)2

(∆l + ∆r) + λ)

]
− γT (16)
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where ∆l and ∆r are computations of the partial derivatives
of the left and right sub-leaves on the tree. Equation (16) is
the information gain that can be used to optimally split and
grow the tree. Usually no further splitting is necessary if the
gain is negative [32]. Further reading on information gain
can be found in [28].

4 EXPERIMENTAL DESIGN

This section consists of the various experimental methods
and tools set up in order to critically evaluate the conceptual
framework outlined for this research activity. This is a real
experimental testbed designed in the Microsoft Azure cloud
with resources distributed across different geolocations.

We designed and implemented a webservice platform
(http://mytwg.azurewebsites.net) that mimics a shopping ap-
plication like Amazon or eBay, designed to accept large
numbers of hits from simulated virtual users. In Azure we
provisioned six logically separate servers, running in three
distinct geographical regions (US East Coast, West Coast,
and Europe), and migrated the application to each of these
servers, to provide a high availability service with a failover
mechanism. For instance, if the main site being remotely
hosted in the East US data center is shut down for one
reason or another, a load-balancer can redirect traffic to one
of the six replicated servers. These six servers are networked
to communicate with each other with one server controlling
the entire domain of the virtual infrastructure.

We then programmed robot virtual users using the
JMeter server tool to distribute concurrent virtual users
which are driven by scripts under experimental control and
scheduled them to execute concurrently as clients of the
sales application. The users come in the form of Java threads
that are programmed to send requests to a server. We also
provisioned a generic load balancer in Azure that regulates
the network and user traffic that are directed to the appli-
cation server. In addition, the load balancer redirects the
workload to a new server if the target server is overloaded.

In addition to the virtual infrastructure network, the
web service platform is interfaced with Azure application
Insights [34] in order to monitor live server KPIs as the ex-
periment is being run. Instrumenting Google Analytics [35]
with the applications also allows the measure of metrics on
the remote procedure calls, user behaviour and navigation
patterns as they open sessions to the web platform. The
techniques of load balancing ensure that users requests are
uniformly distributed on the server without overburdening
a particular resource. These resources implemented within
the Azure cloud form the real testbed in order to measure
the key performance indicators characterizing the virtual
infrastructure network and the application server.

Below is a description of the steps taken when conduct-
ing the experiments on the virtual infrastructure network
and the application server of the web service platform.

4.1 The experiments
For the purpose of our data collection in building our pre-
dictive framework with the boosted decision tree algorithm,
we performed four main experiments in simulating different
user scenarios on the webservice platform. The results of
these experiments are shown in Fig. 1.

We aligned the streaming of the workload characteristics
of the virtual machines provisioned in Azure to be homo-
geneous in terms of CPU, RAM, and adopt the approach
in [13], [36]. A homogenous workload influx assumed here
can also be applied to heterogenous VMs and cloud re-
sources. In a co-located environment such as Azure, mul-
tiple VMs do run in parallel and in cases of high resource
demands, workload is evenly distributed among multiple
virtual machines [13].

In experiment One, the server was immediately loaded
with a high number, N , of virtual users from the start of the
experiment. The ramp-up period was set to zero, in which
case an idle time was set for the server to prepare and pro-
cess the load influx. The experiment was run for 180 minutes
before decreasing the load to zero. For this experiment we
employed the standard JMeter thread sampler for the load
distribution onto the server.

In experiment Two, the objective was to simulate a real
user behavior by employing the concepts of pacing and
think time. In a real world web platform, users do not
usually execute their actions on browsing an application
all at once but there is usually some delay in the series of
activities referred to as the user “think time”. To simulate
the behavior of the virtual users in a realistic manner,
the stepping thread group in JMeter was employed. The
parameter settings for this experiment can be described as
follows: A maximum constant number, N , of virtual users
was set on the thread group with a delay of 65 seconds
before starting the threads on the application server. After
the 65 seconds the experiment began by adding a constant
number of threads every 20 seconds with first a ramp-
period of 5 seconds. After reaching the maximum load of N
virtual users, then the server was programmed to delay the
execution of the load for five seconds (the server was kept
idle for this period of time). The application then allowed
the virtual users to browse the platform for 60 minutes and
then it started decreasing the load with 10 virtual users
every second.

In Experiment Three, instead of defining a constant
maximum load influx, the uniform random timer in JMeter
was used so that a random number of virtual users could
be added on the application server. This experiment was
intended to depict a real-world scenario in which one does
not know the rate of user load influx on the application
server. It was also intended to show how a server responds
to highly randomized user activities.

Experiment Four combined both a constant load influx
for a period of time and then the load was decreased to
a minimum value and then a random number of load
influx was added again. Thus we increased the load and
decreased the maximum load randomly to near zero and
then increased the load for a constant load before bringing
the experiment to an end. The main goal with this experi-
ment is to show a mixture of random and a predetermined
user behavior – for instance, a server may be designated to
process a constant workload but for one reason or another
some additional load can be redirected to this server in
a random manner. For this experiment, we employed the
ultimate thread group (see [37] for more on JMeter ultimate
thread group) from JMeter in distributing the load across
the server.
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(a) The sampled average response times of the application server under
normal workload (vU < 1000) fluctuation at different sites.
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(b) The sampled % CPU utilization under normal workload (vU < 1000)
fluctuation.

Fig. 2. Experimental results of the average response times
and the % CPU utilization of the application server and
the virtual infrastructure network under normal load (vU <
1000) influx.

These four main experiments were conducted repeatedly
for four weeks in generating and measuring the average
values of the key performance indicators characterizing the
application server and the virtual infrastructure network.
In addition to the response times from these experiments,
the remaining server KPIs measured include the percentage
of CPU utilization, latency, bandwidth fluctuation, server
hits per second, and throughput (requests per second) for
building the predictive models.

These KPIs are of fundamental importance in cloud data
centres management especially in designing SLAs, billing,
and load admission control. The work presented in [3]
explains in detailed how these KPIs are relevant in selecting
a suitable cloud service provider by a consumer.

Fig. 2a shows the aggregate results of the average re-
sponse times presented as box plots on the main experi-
ments conducted for the data collection. As shown in Fig. 2a
sampling on the TVs site has the lowest mean and median

response time indicated by the red line on the box plots.
The shop site indicates high response time with additional
high number of outliers (shown in red plus) shown as a
composite plot in Fig. 2. The rest of the sites do indicate
similar mean response times as shown in the remaining
six sampling sites. The mean response times from all the
sampling sites indicate an overall predictable average re-
sponse except for the few outliers highlighting some poten-
tial volatilities under a normal workload characteristic. We
defer the discussion on the high number of outliers sampled
at the shop site and some of the sampling sites until the case
study in section 7.1.

Fig. 2b shows the average % CPU utilization that is
quite predictable with the mean and maximum utilization
of 5.01% and 35.01% respectively. These percentage utiliza-
tions correspond to a normal workload influx simulated
at a slightly 1000 virtual users. The maximum utilization
of 35.01% is a little above the normal CPU characteriza-
tion (20%) under normal data centre workload as reported
in [36], [38]. The volatilities shown in the response time
(indicated in the outliers) plots are in line with the %
CPU utilization and we present a detailed case study on
the root cause of the high degradation of the application
performance (see section 7.1 on case study).

4.2 Data collection procedure

We rolled out live the web application designed for this ex-
periment on the Microsoft Azure cloud hosting environment
for virtual users (vU) to interact with the dynamic contents
of the application. Clients are required to generate events
through the web pages (e.g. by browsing and clicking on a
product image or a button) to create an HTTP request object.
Simulating client-server activities with a large number of
real users simultaneously interacting with the application
poses a huge challenge since it is difficult to attract large
number of real users on the website at a defined space of
time.

With the JMeter application, a Java API seen as an ideal
client-server emulator with the capability of generating 100s
to 1000s of HTTP user requests per server (e.g. for a system
with hardware requirements of 8 GB, 4 vCPU Cores, JMeter
can generate as many as 1000 virtual users on a particular
server) something that would be unimaginable to simulate
with real users at a defined time period. On JMeter, we
simulated the number of virtual users (vU) with Java thread
samplers implemented in JMeter that allow concurrent users
to browse the web application according to the four exper-
iments described in section 4.1. The JMeter samplers send
the HTTP requests to the web page or server and the ramp-
up period determines the frequency with which each virtual
user (vU) accesses a particular page of the application (e.g.
10 vU configured on a ramp-up time of 10 seconds means
that JMeter has 10 seconds to get all 10 vU threads up and
running. Each thread has access to the server 1 second (10
vU/10) after the previous thread executed its requests) [37].

In order to guarantee that we obtain accurate measure-
ments of the metrics we are investigating, we subjected the
web application to a prior functional testing regime. The
objective here is to have a test plan that performs assertion
tests on the functional blocks of the application. There are
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several assertion tests that can be performed on a web
application to ascertain its functional correctness some of
which include the HTML, response, MD5Hex, XML, and du-
ration assertions. Having verified the correct functionality of
the application we then deployed it live onto the different
servers geolocated across the East US Microsoft Azure cloud
data centres with our client emulator (JMeter API) sited at
the Microsoft European data centre in Ireland.

The main task then is to incrementally load all our ap-
plication servers concurrently with 1000s of HTTP requests
and then measure the load-capacity and server performance
metrics. Setting up our virtual infrastructure network and
the web application with these server configurations param-
eters allows us to monitor and collect the data needed for
building our predictive models the linear boosted decision
tree regression algorithm.

For instance, based on our simulated data, we want to
address such research questions as:

1) For a given number of users, can we forecast in advance
if the to-be-provisioned bandwidth would be adequate for
the set of servers in the virtual infrastructure network?

2) For a given application, would the response time, latency
or throughput from the servers be adequate or not?

3) For some of the metrics described in section 3.3, we
selected suitable features to build the predictive models
based on the simulated data. For instance, given a certain
number of virtual users (vU), how much variation of
the response time do we expect for a mission critical
application (e.g. a flight radar tracking software.) like the
one built for this experiment?

These are some of the questions we desire to concretely
answer and discuss through the experiments described in
the previous sections. The next section presents the critical
analyses and the evaluation of the machine learning model
built with the boosted decision tree algorithm.

5 CRITICAL ANALYSIS AND EVALUATION

From the experiments described in sections 4.1 and 4.2, we
sampled data on the key performance indicators charac-
terizing the web service application server and the virtual
infrastructure network, including the server hits per sec-
ond, latencies/response time, throughput, CPU utilization,
and bandwidth consumption. Each dataset was saved as a
CSV file that would serve as the input for performing the
machine learning experiment.

In Azure machine learning [39], the basic program unit
for performing an experiment on a category of dataset is
known as a module. Each module is bounded by both input
and output ports that enable the flow of information from
one module to the next during processing.

The fundamental model features selected from the
dataset consist of the number of virtual users (simulated
here as the JMeter thread groups), the average response
time (which has a direct linear correlation with the laten-
cies), CPU utilization, average throughput, bandwidth, and
memory consumption. By training the boosted decision tree
regression model using the Azure machine learning studio,
the goal here is to be able to produce predictive analyses on
these features (server and VIN KPIs).

For instance, the question a cloud consumer may want
to ask is whether the allocated memory or any of the KPIs
characterizing the server application would be enough for
the deployment of a desired application. Thus the results of
predictions from these models can be used as a baseline in
proactively determining how a new application or resource
will perform when deployed on the cloud.

We applied the data cleaning module, available in the
experimental environment (the Azure machine learning ex-
periment canvas), after uploading the sampled data in order
to clean columns and rows with missing and redundant
dataset. We also applied data manipulation queries to trans-
form and clean the raw data into a suitable format that
would increase prediction accuracy.

Fig. 3 illustrates the machine learning experiments con-
ducted in Azure to train the models with the boosted
decision tree regression algorithm. Fig. 3a shows the ini-
tial settings and all the modules selected for the complete
machine learning experiments for training the dataset. The
validation experiment is shown in Fig. 3b where the results
of the entire experiment are converted into a webservice
input platform for external users to consume.

We designed the boosted decision tree regression exper-
iment on a single model parameter for the training mode
with a fixed learning rate of 1.0. We then experimented
with 20-maximum leaves on each tree and a default value
of 10 samples per node leading to a total construction of
100 trees per leaf on each run of the experiment. We did not
use a random seed number and the webservice parameters
were configured to average on the final hypothesis on the
evaluated model. Fig. 4 shows the 1st and 7th iterations of
the sub-hypotheses in filling the hypothesis space. The 100th

iteration of the decision trees indicates the final hypothesis
constructed for the hypothesis spaces of 100 trees Fig. 5. The
iteration trees depicted in these figures are sub-hypotheses
of the hypothesis space illustrated in equation (1). As de-
scribed in section 3.2, for example, the 9th iteration tree
shown in Fig. 5a represents the new function hm(xj) that
is added to the growing tree depicted by equation (6) at
j = 9 .

Further, as explained in section 3.2, for the design of the
boosted decision tree model we set out a finite hypothesis
space (M = 100) that averages on the final hypothesis space
as indicated in equations (1) and (2). Our parameter λ is
0.001 for the L2 regulation with a maximum learning rate of
1.0. Both training and validation dataset predict quite well
after a learning rate of 0.2 and there is not much variation
in the performance of the model as we further increase the
learning rate with the same λ parameter tuning. Tuning the
hyperparameters of the model from equations (7) and (11)
gives the final results of the model with the boosted decision
tree algorithm in these figures. Fig. 4 and Fig. 5 show the
iterative steps of the different trees generated within the
functional hypothesis defined in equation (2).

6 MODEL EVALUATION AND INTERPRETATION

To evaluate the performance of the models built with the
boosted decision tree algorithms, we measured the mean
absolute error (MAE), root mean squared error (RMSE),
relative absolute error (RAE), and relative squared error
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(a) The training experiments with the BDT algorithms. (b) Flow diagram of the testing and validation exper-
iments to deploy the model as a web service.

Fig. 3. These flow diagrams illustrate the machine learning experiments conducted with the boosted decision tree algorithm.

(a) 1st iteration tree.

(b) 7th iteration tree.

Fig. 4. The figures illustrate the constructed trees at the 1st

and 7th stages of the iteration with the BDT algorithm.

(RSE), the standard statistical metrics suitable for describing
the performance of a model for regression [39].

For the mean absolute error, we computed the difference
between the actual and the predicted observations and

(a) 9th iteration tree.

(b) 100th iteration tree.

Fig. 5. The figures illustrate the constructed trees at the 9th

and 100th stages of the iteration with the BDT algorithm.

defined this as an error on the performance of the model.
We also computed the RMSE as the error arising by taking
the average square roots of the predicted errors of the model
fitted to the dataset. Another metric of statistical significance
is the mean of the absolute errors computed in relation to
the absolute difference between the measured and actual
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value referred here as the relative absolute error (RAE) and
the square of this yielded an additional metric referred to as
the relative squared error.

The results of these metrics selected for evaluating the
performance of the model are presented in table I. Averag-
ing the MAE values at their respective learning rates gives
a result of 177.29 which is less than 180 for a model to
considered a good one [11]. From the results in table I, we
recorded the best R-Square value at a learning rate of 0.2
and as we further increased the learning rate, there was
not much variation in the coefficient of determination (CoD)
values. The observable trend has been that all values at the
differently tweaked learning rates are near to unity, a strong
indication of how well this algorithm fits to the model.

TABLE I. Statistics indicating the performance of the
boosted decision tree algorithm.

Learning Rate

Model metric 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Mean Absolute Error 145.35 154.34 167.12 185.70 185.70 200.60 202.23
Root Mean Squared Error 496.91 474.08 476.15 523.89 523.894452 545.69 542.14
Relative Absolute Error 0.020917 0.02221 0.024049 0.026723 0.026723 0.028866 0.029102
Relative Squared Error 0.000907 0.000825 0.000833 0.001008 0.001008 0.001094 0.001079
Coefficient of Determination 0.999093 0.999175 0.999167 0.998992 0.998992 0.998906 0.998921

Fig. 6a shows a log scale plot of the measured dataset on
the percentage CPU consumption which indicates the linear
Gaussian distribution characteristics of the sampled dataset.
The figure displays the histograms, plots of the cumulative,
and the probability density functions (CDF and PDF) on a
log scale of the first 10 bins of the sampled dataset. The
plots of the predicted values with the boosted decision tree
algorithm on the percentage CPU utilization and network
latencies are discussed in section 6.1.

These results in table I clearly indicate that the chosen
algorithm completely replicates the training and testing
dataset in the machine learning experiments. Similar results
(e.g. dataset on bandwidth, throughput, and server hits etc.)
are achieved with the application of the algorithm to the
other server KPIs mentioned in this paper but for the sake
of brevity, their plots are not included. We can generalize our
results and state that the boosted decision tree regression is a
suitable algorithm for predicting cloud server KPIs on cloud
application servers and the virtual infrastructure networks.

6.1 Benchmarking and comparison with the State-of-
the-art
We benchmark and compare the application of the boosted
decision tree (BDT) to two standard state-of-the-art mod-
els [9], [10], [40] : the ordinary least square linear regres-
sion (OLS) and the non-linear stochastic gradient (SGD)
algorithms in making predictions on the cloud server KPIs
measured in section 4. For this purpose, we followed the
approach in [10] with the L2 regularization.

In order to compare our results to these standard ML
techniques we ran extensive machine learning experiments
with the non-linear stochastic gradient descent from the
range 0 to 1 learning rate. We achieved 0.33 as the best
coefficient of determination on both training and test results
at a learning rate of 0.7 and any further increase of the
learning rate results in a continuous decay of the predicted
signal. Based on the mean absolute error and the coefficient
of determination, the SGD performs poorly compared to

(a) Percentage CPU utilization (Histograms, CDF and PDF)
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(b) Comparison of the four different algorithms in terms of performance
degradation (the smaller the value the better the performance).

Fig. 6. These figures illustrate the CDF and PDF of the %
CPU utilization as well as a comparison plot fo the four
algorithms.

the OLS and the BDT training algorithm. In addition to
the metrics shown in table II, the SGD requires a longer
training time versus accuracy compared to the OLS and BDT
in attaining its best training and testing results.

Running the experiments with the ordinary least squares
method improves the model accuracy of prediction with a
0.9989 coefficient of determination at the final learning rate
of 1 as shown in table II. Comparing the standard OLS
and the BDT, both algorithms achieve convergence on the
models at a very low learning rate with little variations in
the model performance as we further increase the learning
rates. As shown in table II the boosted decision tree achieves
its best coefficient of determination 0.9991 at a learning rate
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(a) Scatter plots of the measured average latency on a log scale.
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(b) The average latency predicted output.

Fig. 7. These figures illustrate the measured and predicted average latency. The actual predictions are shown in 7b with a
prediction accuracy of 98% in the training phase.

of 0.3 while the ordinary least squares achieves its best
coefficient of determination at a learning rate of 1.0 to closely
match the results of the Boosted decision tree.

In addition to comparing the performance of the boosted
decision tree regression algorithm to the two standard state-
of-the-art machine learning algorithms (SGD and OLS) we
further compare this approach with the reactive framework
presented in [13].

Ardagna et al. [13] proposed the VM capacity allocation
(CA) and load redirection (LR) reactive predictive models
that dynamically adapt the resources of cloud infrastructure
with the goal of optimizing the mean response times of
clients’ requests without violating consumer SLA parame-
ters. In this two-phase framework, the CA model charac-
terizes the complete number and properties of VMs that
are required to handle the arrival of clients request per
second without violating the average response time in the
SLA document. The LR on the other hand determines at
every time the total rate of executions of the web service re-
quests at a particular site and attempts to redirect workload
from overburdened VMs which seem to violate the mean
response time.

Experimental results indicate that a maximum percent-
age error on the average response time estimation is less
than 20%. Specifically, their approach is able to provide an
accuracy prediction quality that in terms of the mean square
error is always less than 10%. The VM cost optimization
technique integrated in this framework is one of the main
advantages of the proposed resource management frame-
work.

The machine learning approach focused in this work
with the boosted decision tree regression algorithm out-
performs the adaptive method presented by Ardagna et
al. [13] in terms of the mean percentage-errors of less than
5% on both the training and testing examples. The models
trained and tested achieved a predictive accuracy of 98%
and equally outperforms the well-known state-of-the-art
ordinary least squares (OLS) and the stochastic gradient
descent algorithms (SGD).

The LR dual reactive scheme addresses an aggregated

way of balancing workload in which detailed information
about the mean response time of the incoming load is
determined in order to project the optimal workload. The
main drawback with this approach is that for highly dis-
tributed cloud systems, the response time predicted comes
with a noticeable network communication overhead. This
also leads to a noisier prediction model on the response
time with the VM capacity allocation. The mean percentage
error of our approach varies between 2% to 5% even at
a very low learning rate using the boosted decision tree
regression technique as against the total of 10% prediction
quality mean square error achieved in the work from [13].

TABLE II. This table compares the metrics of the three
regression algorithms.

Model Algorithm MAE RMSE RAE RSE CoD L2

Stochastic Gradient Descent 6057.18 16336.04 0.871653 0.980027 0.332885 0.001
Boosted Decision Tree 177.29 569.70 0.032033 0.001192 0.998808 0.001
Ordinary Least Squares 92.09 172.29 0.013252 0.000109 0.999891 0.001

Fig. 6b shows a comparison of the different algorithms
in terms of their performance degradation. The BDT with
a final prediction error of 0.009 outperforms all the others
whereas the non-linear SGD with a 0.67 final prediction
error has the worst performance.

Fig. 7a shows the sampled average latencies plotted
on a log scale. A composite plot of the sampled and pre-
dicted output on the average response latencies is shown in
Fig. 7b. The detected peaks show a simulated effects of load
spikes that indicate a potential violation of the QoS with
the response latency that is desired to be lower than 100
milliseconds. We present a detailed review of the cause of
the high latencies in section 7.

7 POTENTIAL APPLICATIONS AND THREATS TO
VALIDITY

We seek to provide a framework that helps consumers to
directly project resource performances especially for con-
sumers who want to have a priori knowledge about how
their applications are likely to perform when migrated into
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the cloud platform. For instance, the latency and throughput
metrics measurable at the consumer side can help determine
the best storage services offered by the provider. This further
supports not only the projection of performance characteris-
tics of applications to be deployed in the cloud environment,
but also a prediction framework that can be used to conduct
a comprehensive analysis on the quality-of-services (QoS)
that must be guaranteed within the cloud environment.

The work presented in [41] details the importance
of these metrics in comparing different cloud service
providers. Our predictive model analysis can help in con-
ducting these comparisons in a more comprehensive way.

Modeling and being able to predict the value of the
response time, bandwidth or latency is quintessential in
leveraging the control of workload fluctuations, manag-
ing resource contention and making optimal decisions. For
instance, having a well predicted information about the
performance characteristics of an application can help in
deciding how to manage the arrival rates of workload in
data centres, especially during peak periods.

Adagna et al. [13] in a related work underscored the
relevance of these metrics especially in a realistic estimate
of the QoS model parameters (which include bandwidth
variations, response time and network latencies).

7.1 Case Study
As shown in Fig. 8, these graphs contain a composite box
plots of the sampled response time and the percentage CPU
utilization as against a high influx of virtual users opening
sessions with the application. With respect to the three train-
ing algorithms, the response looks predictable with both the
BDT and OLS. As a result of the poor performance of the
SGD algorithm, it is unable to detect some of the volatilities
that have been captured by the BDT and the OLS (see table
II). As shown in the plots, the first half of the experiments
indicate a stable response time for the resource but tend to
be volatile in the last half of the experiment. These spikes
averaging more than 10 seconds could suggest the limiting
factor of the capacity of the provisioned A1-series VM. This
could also be due to a virtualization contention or high
demands placed on the resources at the backend. The server
degrades quickly as we further increase the number of users
beyond 1000 even though the CPU utilization dynamically
scales up to more than 200% as shown in Fig. 8b. Contrary
to normal desktops or servers, Azure virtual machines are
designed to be highly elastic and scalable that allow them
to dynamical adjust the CPU to as high as 600% [34]. This
indicates why as we simulated extremely high workloads,
the A-series virtual machine adjusted the CPU utilization
to more than 200% which is in tandem with the spikes
experienced as shown in the response time box plots in
Fig. 8a.

In order to determine the real cause of the abnormal de-
lay in latencies we contacted Microsoft Azure technical team
and who reviewed the platform from the server side and
found that there was no additional latency incurred from
the application infrastructure. This led to the conclusion
that the latency delays could be arising from the application
code. Together with the Azure technical team we scanned
and analyzed 620 slow requests and identified that mod-
ule(s) consuming most of the time are the FastCgiModules

(94.07%). Requests are spending most of the time in the
CGI module which means that the underlying application
code (PHP, NodeJS etc.) is taking a longer time. We resolved
this issue by debugging the application code which helped
eliminate the additional latency delays that we incurred.

Our goal with this case study is not only to demonstrate
the efficacy of the BDT and the selected benchmarking
training algorithms but to also draw meaningful conclusions
that could possibly help in a decision-making process. We
observe a linear increase in the response time, and the CPU
utilization corresponding to an increase in virtual users.
A suitable recommendation here could be a review of the
architectural properties of the applications such as scripts
for server instantiation or logins to the database that could
result in requests queuing.
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(a) The sampled average response times of the application server
under extreme workload (vU > 1000 ) fluctuation at different sites.

(b) The sampled and predicted % CPU utilization under extreme
workload (vU > 1000 ) fluctuation.

Fig. 8. The average response times and the % CPU utiliza-
tion of the application server and the virtual infrastructure
network under extremely high workload influx.

The discussions by far lead us to conclude on the an-
swers to the questions in section 4.2 that with a suitable
algorithm (e.g. the BDT) it is possible to project in advance
the performance metrics (e.g. response time, CPU, latency
etc. ) of an application server before an application can
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be deployed onto the cloud environment. This analysis is
helpful in comparing different cloud service providers for
the type of resources they offer. We have also been able to
demonstrate that our application performed quite optimal
only under normal workload (vU < 1000). Under extremely
high workload (vU > 1000) influx, resources degraded
quickly where the requests were queuing at the FastCGI
module. We had to debug the application in order to im-
prove the performance metrics of the application server.

7.2 Threats to validity

According to the Gauss-Markov theorem, the least means
square regression presents the best linear estimator with un-
biased linear coefficients [29]. The potential threat to validity
in the application of this regression algorithm is that in the
presence of outliers and noise, the minimization of the sum
of squared errors can have negative performance effects on
the algorithm. This constitutes a potential threat to internal
validity especially where measurements are performed in a
highly dynamic and noisy setup.

The performance of the boosted decision tree regres-
sion algorithm is characterized with very high confidence
intervals indicating how suitable this algorithm fits to the
dataset. The problem of data peeking is a general problem
that can surface when applying this algorithm to a training
set example. Peeking is said to occur when data intended for
the testing phase of the model building is somehow leaked
to the algorithm before its performance is validated [28],
[29]. We mitigated this problem by having a totally different
set of training and testing data.

In all types of mathematical and machine learning prob-
lems the phenomenon of model overfitting can occur if one
is not careful especially by placing emphasis on meaning-
less and irrelevant data. We highlight this as a threat to
external validity. The problem of overfitting can lead to
wrong predictions (e.g. if emphasis is placed on outliers)
and the way this was handled with the boosted decision tree
algorithm was through pruning of the leaves grown from
the hypothesis generated as subfunctions for the stumps of
the tree.

8 CONCLUSIONS AND RECOMMENDATIONS

We proposed a real cloud testbed for proactive cloud re-
source monitoring, adaptation, and information gathering
on cloud virtual infrastructure network and application
server KPIs. To this end we designed a web service platform
and remotely hosted this at different geolocations. We aimed
to simulate real user behavior by programming robot users
that open sessions and consume our cloud resources in Mi-
crosoft Azure. We employed JMeter as our client-server em-
ulator for distributing a huge amount of workload streamed
from different geolocations onto our application server and
the virtual infrastructure network. We further interfaced our
webservice platform with Google Analytics and the Azure
application Insights for live server metrics monitoring and
sampling. The sampled server KPIs then served as inputs
for building our predictive analytic framework.

Our framework applied the BDT machine learning algo-
rithm in training and evaluating models on the KPIs. The

application of the boosted decision tree regression method
yielded predictions of the cloud server KPIs with confidence
intervals of 98.57% which completely replicates the input
signal. The high confidence intervals from the training and
testing evaluations are strong indications of how well the
model fits to the dataset.

A comparison with some state-of-the-art reactive solu-
tions indicate that the ML approach with the BDT algorithm
outperforms these techniques. A further comparison with
the well known standard OLS and the non-linear SGD
shows that the BDT algorithm has the best performance
in terms of prediction accuracy. The framework is suitable
for conducting fundamental analyses on cloud application
servers before deploying resources to the cloud environ-
ment. We aim in future research activities to compare this
linear algorithm with other adaptive filtering techniques
(Kalman filters and state space models).
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