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Values & AI

Thanks to Aasa, Melanie and 
Sune for organizing!

And Lars Kai Hansen for insightful 
start of seminar

Zooming into ML, medical 
imaging 
(diagnosis/segmentation) + my 
own perspective

From Lars Kai Hansen’s talk



My perspective

• Pattern recognition
• Similarities of “bags” (multiple instance 

learning) / graphs

2010



My perspective

• Similarities of datasets
• Transfer learning
• Meta-learning

(Work with Tom van Sonsbeek, Irma van den Brandt)



My perspective

• Similarities of methods



My perspective

• Who gets to do research and why

• I almost left research several times 
https://youtu.be/rdwQeH04OrY
(Women in MICCAI 2020)

• CV of Failures / How I Fail
https://veronikach.com/category/how-i-
fail/

https://youtu.be/rdwQeH04OrY
https://veronikach.com/category/how-i-fail/


My perspective

• Connecting over 
shared concerns

• Preprint!
• https://arxiv.org/abs/

2103.10292

https://arxiv.org/abs/2103.10292


Outline

• Highlights from preprint

• Misalignment of values & actions

• Ideas how to do better

@drveronikach

https://www.veronikach.com



Values

@drveronikach

https://www.veronikach.com



Why do I/we do 
research?

• Solve problems

• Help people

• Learn from experience 



Slide from  Bob Williamson  “Research problem choice”, MLCB summer school, Tübingen 2013

What should I research?

What are the biggest problems in 
the world? What are you working 
on?

What sentence in a textbook will 
your research change?

Don’t invent another hammer



A simplistic view
Methods à

Problems â

1 2 3 4 5 …

Recognize 
numbers

üü ü

Find photos of 
cats

ü üü

Diagnose lung 
cancer

üü ü

….. ü üü

Next 
problem?

? ? ? ? ?



Actions

@drveronikach

https://www.veronikach.com



Datasets are a reflection of reality

• Early diagnosis vs advanced disease
• “Hidden stratification”- pneumothorax & chest drain (AUC 0.94 vs 0.77)

• https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7665161/ @drveronikach

https://www.veronikach.com

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7665161/


Pooch, E. H., Ballester, P. L., & Barros, R. C. (2019). Can we trust deep learning models diagnosis?
The impact of domain shift in chest radiograph classification. arXiv preprint arXiv:1909.01940. 

Datasets are a reflection of reality

• Subset of population, even in large datasets



Larger datasets are not everything

• Limited growth of sample 
size

16



Larger datasets are not everything

• Larger test sets show earlier 
overfitting

17



…but there is progress

• Better generalization in 
recent years

18



Large benchmarks change focus

19



Novelty

Needlessly complex methods

“Mathiness” / Proof by intimidation 

Failure to identify sources of gains 

https://dl.acm.org/doi/10.1145/3317287.3328534
@drveronikach

https://www.veronikach.com

https://dl.acm.org/doi/10.1145/3317287.3328534


State-of-the-art results

Baselines too simple, or not simple enough

Single focus on accuracy (or similar), variability often not 
considered 

Statistical significance can be misunderstood

Statistical significance is not practical significance 
@drveronikach

https://www.veronikach.com



State-of-the-art results

• Depends how you do the 
ranking 

• Here: segmentation, multiple 
images with performance 
scores, and 2x ground truth

• Figures from Maier-Hein et al,  
https://arxiv.org/pdf/1806.020
51.pdf

https://arxiv.org/pdf/1806.02051.pdf


Overfitting

Public/private leaderboard 
differences (in blue)

Mean < 0 = private result 
worse

Top 10% gap vs noise in 
results (in brown)



Where we are now

@drveronikach
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Novelty, prestigious conference, …

Methods à
Datasets â

1 2 3 4 5 …

Cats ü
ü

ü

Lung cancer ü ü
ü

… ü
ü

ü

… ü ü
ü

…

Where we are 



Lecture Bob Williamson  “Research problem choice”, MLCB summer school, Tübingen 2013



Where we are

De-democratization of AI https://arxiv.org/pdf/2010.15581.pdf

170K papers at 57 CS conferences – “large firms and elite universities 
increased participation since 2012” 
Fueled by “compute divide”

https://arxiv.org/pdf/2010.15581.pdf


Where we are

Hardware lottery

Idea wins because of suitability of 
hardware/software 

“Increasingly costly to stray off of the 
beaten path of research ideas”



Where we are

“Grad student descent” 
https://arxiv.org/pdf/1904.07633

“type of optimization scheme in 
which the task of model 
architecture or hyper-parameter 
search is assigned to several 
graduate students” 

https://arxiv.org/pdf/1904.07633.pdf


Where we are 

Leaky pipeline

@drveronikach

https://www.veronikach.com



Doing better

@drveronikach

https://www.veronikach.com



Recommendations

Focus on datasets!

Cite datasets

Investigate dataset shift/bias, 
labeling/“gold standard”

Be transparent about limitations 
(e.g. model cards 
https://arxiv.org/pdf/1810.03993) 

https://arxiv.org/pdf/1810.03993


Recommendations

Methods & their evaluation

Representative data & strong baselines

Collaboration, not competition (understanding!)



Recommendations

Incentives / Goodhart’s Law

Metrics (impact on world, 
qualitative accounts) https://arxiv.org/abs/2007.03051

https://arxiv.org/pdf/2002.08512

https://arxiv.org/abs/2007.03051
https://arxiv.org/pdf/2002.08512.pdf


Recommendations

Scientists are often wrong



• Solve problems

• Help people

• Learn from experience 



Thank you!

Soon hiring 2 PhD 
researchers! 

@drveronikach

https://www.veronikach.com


