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Abstract— Even with radical advancement of medical science, 

there are medical abnormalities in human beings which are still 

incurable. First-time correct diagnosis of such ailment helps in 

decelerating the deterioration of a patient. With the advent of 

Artificial Intelligence (AI) and Machine Learning (ML), nearly 

accurate diagnosis of various medical abnormalities is achievable; 

helping the Doctors to a great extent. Parkinson’s Disease is one 

such ailment for which no cure exists till date. It causes the 

malfunctioning of our Central Nervous System (CNS) leading to 

Tremor in limbs, Slowed Physical Movement, Rigid Muscles, 

Impaired Posture and Balance, Loss of Automated Movements 

and sometimes Loss of Speech. This article focuses on 

implementing State-Of-The-Art Machine Learning Models 

namely, K-Nearest Neighbour (KNN), Logistic regression (LR), 

Random Forest Classifier (RFC) and XGBoost Classifier (XGBC) 

for near accurate diagnosing of whether a patient suffers from 

Parkinson’s Disease or not. The ML Models are implemented on 

Oxford Parkinson's Disease Detection Dataset. The following 

metrics were used for the performance analysis of implemented 

ML Algorithms: Precision, Recall, F1-Score, Accuracy, AUC-

ROC Curve and AUC-PR Curve. The Performance Analysis 

revealed, XGBoost Classifier to have an overall highest Accuracy 

of 96.7%, Precision of 0.8571, Recall of 1.00 and F1-Score of 0.923. 

 
Index Terms— Artificial Intelligence, Binary Classification 

Model, Extra Trees Classifier, Feature Selection, Machine 

Learning, Mutual Information, Parkinson’s Disease, Performance 

Analysis 

I. INTRODUCTION 

ARKINSON’S Disease is a genre of neurodegenerative 

disorder affecting the Central Nervous System (CNS) and 

dopamine-generating neurons in Human Brain. Till date, there 

has been no cure discovered for this particular ailment. A 

person suffering from Parkinson’s will have to live with it till 

the end of his/her life. With the development of Medical 

Science, we have been able to achieve how to decelerate the 

deterioration of the patient. The reason for the development of 

such an incurable ailment in a person is still not known to us. 

Thus, the best solution available for us, till date, is first-time 

correct diagnosis of Parkinson’s Disease. 

 Deployment of Artificial Intelligence (AI) and Machine 

Learning (ML) in the field of Medical Science have helped 

billions of people. The rise of Automated Detection not only 

assists in near accurate diagnosis of an ailment, but also 

 
 

classifies them into different categories for the ease of 

medication.  

 In this article, we have deployed four (04) Machine Learning 

Models namely, K-Nearest Neighbour (KNN), Logistic 

Regression (LR), Random Forest Classifier (RFC) and 

XGBoost Classifier (XGBC) to classify whether a Patient is 

suffering from Parkinson’s Disease or not (Binary 

Classification Model). All the implemented models went 

through a Performance Analysis Test based upon distinguished 

metrics.  

II. RELATED WORK 

Raundale et al. [1] presented the use of Machine Learning 

and Deep Learning Algorithm to predict the severity of 

Parkinson’s Disease. They have used UCI’s Parkinson’s 

Telemonitoring Vocal Data Set of patients in implementing 

their proposed algorithms.  

 Maunika and Rao [2] proposed the use of K-Nearest 

Neighbour (KNN), State-Of-The-Art Supervised ML 

Algorithm with the value of k=5 to achieve an accuracy of 
97.43%. They have also implemented Deep Learning 

Algorithms to obtain substantial results in predicting the 

severity of Parkinson’s Disease. 

 Ranjan and Swetapadma [3] implemented Support Vector 

Machine (SVM), K-Nearest Neighbour (KNN) and Artificial 

Neural Network (ANN) for the detection of Parkinson’s 

Disease. After carrying out a comparative study among these 

three proposed methodology it was found to have an accuracy 

of around 100% for the testing dataset. 

 Conventionally, monitoring of the severity of Parkinson’s 

Disease is conducted by Physicians or Medical Representatives 
at medical centres. Chén et al. [4] proposed a new path for 

remotely assessing Parkinson’s Disease using Smartphones. 

Postural instability, Dexterity, Gait, Tremor and Voice are 

recorded by the smartphone continuously. A two-step feature 

selection process is incorporated inside the implemented  

framework. Utilizing all these data, they have been able to 

achieve substantially promising results.  

 Zhang et al. [5] opted for a two-step method which are 

Statistical Analysis and Machine Learning method for 

extracting the differential regions of the brain from the 

structural MRI data. They were able to achieve the highest 

accuracy of 93.75% in classifying the severity of Parkinson’s 
Disease.  
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 The use of two Convolution Neural Network (CNN) models, 

Inception V3 and ResNet50 was implemented along with 

transfer learning method to detect Parkinson’s Disease. This 

methodology was proposed by Jahan et al. [6]. They were able 

to achieve an accuracy of 96.67% on the Inception V3 model. 
 Bhan et al. [7] aimed in diagnosing Parkinson’s Disease 

using Image Enhancement, Region Of Interest Extraction and 

Deep Learning Algorithms. Substantia Nigra (SN) and VGG-

16 CNN algorithms were implemented on MRI Scans to extract 

pivotal features. ResNet-34, VGG-19 and ResNet-50 Deep 

Learning Algorithms were implemented on the extracted 

features to classify Parkinson’s Disease. After a comparative 

analytical study, they concluded, ResNet-50 to have the highest 

accuracy. 

 With the use of Convolution Neural Network (CNN) and 

Artificial Neural Network (ANN), Ouhmida et al. [8] on the 

UCI dataset with 45 acoustic features were able to achieve an 
highest accuracy of 93.10% . They have tested their model on 

two separate repository databases, labelled as Database I and 

Database II. 

III. DATASET 

Oxford Parkinson’s Disease [9] Dataset have been used to 

showcase the work. There are a total of 1195 entries in the 

dataset, each having 23 attributes. The dataset consists of 901 
patients correctly diagnosed with Parkinson’s Disease and 295 

remaining are healthy people, not suffering from the ailment.  

For the sake of better understanding, a brief description of 

each attribute is listed as follows :  

1)  MDVP:Fo(Hz) 

It is the average vocal fundamental frequency of the patients. 

2)  MDVP:Fhi(Hz) 

It is the maximum fundamental vocal frequency of the 

patient. 

3)  MDVP:Flo(Hz)  

It is the minimum fundamental vocal frequency of the 

patient. 
4)  MDVP:Jitter(%), MDVP:Jitter(Abs), MDVP:RAP, 

MDVP:PPQ, Jitter:DDP 

They are the various measures of fluctuations in the 

fundamental vocal frequency of the patient. 

5)  MDVP:Shimmer, MDVP:Shimmer(dB), Shimmer:APQ3, 

Shimmer:APQ5, Shimmer:DDA 

They are the various measures of fluctuation on the 

amplitude of the fundamental frequency.  

6)  NHR, HNR 

These are defined as the measures of the ration of noise to 

tonal portion in the voice of the patient. 
7)  RPDE, D2 

These are defined as the non-linear complexity measures. 

8)  DFA 

It is defined as the signal fractal scaling component. 

9)  Spread1, Spread2, PPE 

They are defined as the three non-linear measures of the 

fundamental frequency variation of the patient.  

10) Status 

The patients suffering from Parkinson’s Disease are labelled 

as 1 and the remaining ones are labeled as 0. 

 

 In spite of using a relatively small dataset, the implemented 

Machine Learning Models [10] came up with impressive 

results. With inundation of more data, our implemented Models 

are likely to improve even further. 

IV. STATE-OF-THE-ART MACHINE LEARNING ALGORITHMS 

The Machine Learning Models implemented belongs to the  

category of Supervised Learning Methods. In this method, we 

train our Machine Learning Models using labeled input and 

output data. The Model then further adjusts its weights and 

biases according to the best fit, to yield the highest accuracy 

feasible. 

 A brief description of the implemented State-Of-The-Art 

Machine Learning Algorithms: 
 

1) K-Nearest Neighbour (KNN)  

 The algorithm is most commonly used for Classification 

Models. After the training of the algorithm, it completes the 

classification of the data into desired number of groups or 

classes. The testing element is picked out from the pile and 

compared with all the neighboring elements present. The 

group with which the testing element has the highest 
resemblance is declared as the output. This comparison 

process is basically a voting mechanism. Fig. 1 illustrates a 

simple picture for the working of KNN. 

 
Fig. 1. K-Nearest Neighbour Working Principle 

 

2) Logistic Regression (LR) 

The algorithm is primarily used for Binary Classification 

Models, despite carrying the name regression. The 

algorithm utilizes a Logistic Function defined as 1/(1+e-x) 

and loss function coined as Maximum Likelihood 

Estimation (MLE). The probability of the input data is 

computed while training the model. When the test data has 
a probability greater than or equal to 0.5, it is labelled in 

Class A otherwise in Class B for example. Brief illustration 

is shown in Fig.2 for better visualization. 
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Fig. 2. Logistic Regression Working Principle 

 

3)  Random Forest Classifier (RFC) 

Decision Trees are the building blocks of this algorithm. 

Each node of the tree helps in creating distinguished classes 

to categorize our input data. Random Forest Classifier 

creates multiple Decision Tree Models with different 

weights and biases to train them simultaneously and then 
considers the model with the highest accuracy. This method 

of simultaneous training of similar models under the roof of 

an algorithm is called the Bagging Technique. The process 

is illustrated in Fig. 3. 

 
Fig. 3. Random Forest Classifier Working Principle 

 

4) XGBoost Classifier (XGBC) 
This Algorithm follows the Boosting Technique. Small sub-

models are created with the labelled input data. The models 

are then trained with specific weights and biases. The model 

yielding low accuracy are reconsidered with a new set of 

weights and biases. The process continues in a loop till the 

models yield a substantial accuracy. Thus, the models are 

‘boosted’. The Boosting Process is illustrated in Fig. 4. 

 

 
 
Fig. 4. Boosting Process for XGBoost Classifier 

V. METHODOLOGY 

All the steps involved in predicting whether a person is 

suffering from Parkinson’s Disease or not is described below is 

as illustrated in Fig. 5. 

 

FLOWCHART OF METHODOLOGY PROPOSED 

 
Fig. 5. Flowchart of Methodology proposed 

A. Data Collection 

The data is obtained from Oxford Parkinson’s Disease 

Dataset. 

B. Data Pre-processing 

After importing the dataset, [11], [12] the first thing to be 
checked is presence of Null Values (NaN). To deal with the 

problem, either the entries containing NaN values are removed 

from the dataset or the NaN values are replaced by the 
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mean/median of that particular column if feasible. The second 

stated method is applied in the dataset.  

The following step includes checking the skewness of 
attributes (how badly the Gaussian Distribution [13] of each 

attribute is distorted from its mean position). The Skewness 

[14] of the attributes are checked mainly in two ways. The first 

one mainly deals with the distribution plot of each attribute. The 

second and the more reliable way is to manually calculate the 

skewness of each attribute. Depending on the distorted 

distribution and the skewness value obtained, it can either be 

Left-Skewed or Right-Skewed. The skewness [15] can be 
reduced by performing a combination of the following 

functions:  

 Logarithmic Function 

 Square Function 

 Square-root Function 

The attributes possessing skewness value greater 1.5 or less 

than -1.5 have been portrayed in Table I. 

 

TABLE I 

ATTRIBUTES WITH HIGH SKEWNESS VALUE 

 
 

The Distribution Plot for selected skewed attributes are 

illustrated in Fig. 6. 

 

 

 
 

Fig. 6. Distribution Plot for selected Attributes 

 

In Fig. 2, Distribution Plot of MDVP:Fo(Hz), 
MDVP:Fhi(Hz), MDVP:Flo(Hz), MDVP:RAP, MDVP:PPQ, 

Jitter:DDP, Shimmer:APQ3, Shimmer:APQ5 and MDVP:APQ 

are illustrated. 

Upon applying the Square-root Function, the skewness of 

majority of the attributes came down within the permitted range 

(-1.5<skewness<1.5) and few remaining attributes had their 

skewness slightly exceeding the range. The Distribution Plot of 

selected attributes after reducing the skewness is illustrated in 

Fig. 7. 
 

 
 

Fig. 7. Distribution Plot for selected Attributes after reducing skewness 

 

In Fig. 3, Distribution Plot of MDVP:Fo(Hz), 

MDVP:Fhi(Hz), MDVP:Flo(Hz), MDVP:RAP, MDVP:PPQ, 

Jitter:DDP, Shimmer:APQ3, Shimmer:APQ5 and MDVP:APQ 

are illustrated after reducing the skewness within the permitted 

range. 
Final check performed on the dataset was for outliers. The 

presence of outliers can significantly affect the accuracy of the 

implemented Machine Learning Models. No outliers were 
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detected in out working dataset. The Pre-processing stage is 

illustrated in Fig. 8. 

 

 
Fig. 8. Data Pre-processing stages followed  

C. Feature Selection 

One of the most powerful methods to boost the accuracy of 

the models to a great extent is Feature Selection [16]. Majority 

of the dataset contains a large number of attributes to work with. 

Upon close inspection, it is sometimes revealed that not all 
attributes are useful to the same extent. Including a certain 

group of attributes, boosts the accuracy of the ML model, while 

including another group of attributes harms the model. From 

this observation, it is proved that each attribute has its own 

weightage. If the ML Models are trained with higher weightage 

attributes while ignoring the lower ones, then the result 

obtained will be phenomenal. Two of the most famous Feature 

Selection Techniques namely, Extra Trees Classifier [17], [18] 
and Mutual Information [19], [20] are used for the 

implementation of the ML Models. A brief description is given 

below. 

 

1) Extra Trees Classifier (ETC) 

 It is a type of ensemble learning technique, which utilizes 

the concept of decision trees and thus have a resemblance 

with Random Forest Classifier. Each decision tree is built 

from the input labelled dataset. At each parent node of the 
tree, Extra Tree Classifier needs to select the highest priority 

attribute to continue building. The feature selection is based 

on a mathematical property called Gini Index. The value 

obtained from each Gini Index is labelled as Gini 

Importance of the attribute. After completion of the process, 

Extra Trees Classifier returns a Gini Importance for each 

attribute present in the dataset. In Table II the top 11 

attributes are chalked out for reference. 
 

TABLE II 

GINI IMPORTANCE OF TOP 11 ATTRIBUTES 

 

 
 

2) Mutual Information (MI) 

It utilizes the concept of Probability and Information Theory 
to evaluate the mutual information between the two 

attributes of the dataset and the process continues iteratively 

for the rest of them. In a reduced form factor, the Mutual 

Information of two attributes, say, A and B is given by 

MI (A, B) = H (A) – H (A | B), where MI (A, B) is the 

mutual information for A and B, H(A) is the entropy of A 

and H (A | B) is the conditional entropy of A, B. The Mutual 

Information of the top 11 attribute is portrayed in Table III. 
 

 

TABLE III 

MUTUAL INFORMATION VALUE OF TOP 11 ATTRIBUTES 
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The steps involved in the Feature Selection Model is 

illustrated in Fig. 9. 

 
Fig. 9. Feature Selection Process Involved 

D. Splitting the Dataset 

After performing the Feature Selection, we have obtained two 

different priority values of the attributes using Extra Trees 

Classifier and Mutual Information. For Extra Trees Classifier 

the following attributes have been selected: 

 spread1 

 MDVP:Fo(Hz) 

 PPE 

 MDVP:Flo(Hz) 

 MDVP:Jitter(Abs) 

 spread2 

 MDVP:Fhi(Hz) 

 D2 

 DFA 

 Shimmer:DDA 

 MDVP:APQ 

A Sub-Dataset containing the above-mentioned attributes 

along with the status column have been created and labelled as 

ETC_Dataset. 
For Mutual Information the following attributes have been 

selected for use: 

 PPE 

 spread1 

 MDVP:Fo(Hz) 

 spread2 

 MDVP:APQ 

 MDVP:Flo(Hz) 

 MDVP:Fhi(Hz) 

 MDVP:Jitter(Abs) 

 HNR 

 NHR 

 Shimmer:APQS 

A Sub-Dataset containing the above-mentioned attributes 

along with the status column have been created and labelled as 

MI_Dataset. 

After the creation of ETC_Dataset and MI_Dataset, they are 

divided into two parts namely, Training Set and Testing Set. 

The splitting of dataset is in the ratio of 85:15, implying the 

Training Set to comprise of 1016 cases and Testing Set 

comprising of 179 cases. For a better understanding, the process 

is illustrated in Fig. 10. 

 
Fig. 10. Splitting of the two dataset 

E. Implementation of Machine Learning Models  

The following State-Of-The-Art Machine Learning Models 

are implemented on both the Sub-Datasets: 

 K-Nearest Neighbour 

 Logistic Regression 

 Random Forest Classifier 

 XGBoost Classifier 

F. ML Model evaluation using performance metrics 

The following metrics are used for the performance analysis 

[21] of all the implemented Machine Learning Models: 

 Precision  

 Recall 

 Accuracy 

 F1-Score 

 Training Time 

 AUC-ROC Curve 

 AUC-PR Curve 

The steps for deploying a Machine Learning Model includes 

both the process of Implementation and Model Evaluation 

using the performance metrics [22]. The workflow is illustrated 

in Fig. 11 for a clear understanding. 
 

STEPS INVOLVED IN ML MODEL DEPLOYMENT 

 

 
 

Fig. 11. Steps involved in ML Model Deployment 

 

Precision, Recall, F1-Score and Accuracy are obtained from the 

Confusion Matrix. It is a 2X2 matrix, containing 4 characteristic 

values labelled as True Positive (TP), True Negative (TN), 
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False Positive (FP) and False Negative (FN). Fig. 12 illustrates 

a typical representation of a Confusion Matrix [23]. 

 

 
 
Fig. 12. Confusion Matrix 

 

 We can evaluate Precision, Recall, F1-Score and Accuracy 

in the following manner: 

 Precision = (TP) / (TP + FP) 

 Recall = (TP) / (TP + FN) 

 Accuracy = (TP + TN) / (TP + FP + TN + FN) 

 F1-Score = (2 * Recall * Precision) / (Precision + 

Recall) 

VI. EXPERIMENTAL  RESULTS AND DISCUSSION 

A. Experimental Results obtained for ETC_Dataset 

The True Positive, True Negative, False Positive and False 

Negative values are portrayed in Table IV. 

 

TABLE IV 

VALUES FROM CONFUSION MATRIX FOR ML MODELS 

 

 
 

From Table IV it is evident, XGBoost Classifier possess the 

highest value for correctly classifying the patients for 

Parkinson’s Disease and lowest value for misclassification. 

Utilizing the values obtained from Table IV, Precision, Recall, 

Accuracy and F1-Score is calculated. The results are tabulated 

in Table V for a better visualization. 

 

TABLE V 

EXPERIMENTAL RESULTS OBTAINED FROM ETC_DATASET 

 

 
 

From the results of Table V, it is evident that XGBoost 

Classifier have the highest accuracy of 0.967, followed by 

Random Forest Classifier with 0.933 and K-Nearest Neighbour 

with 0.9.  

 
AUC-ROC Curves of implemented ML Models 

 

AUC-ROC Curve stands for Area Under Curve – Receiver 

Operating Characteristic [24]. It is a very important metric for 

the performance evaluation of Binary Classification Problems. 

The value obtained implies how well the ML Model is able to 

distinguish between the classes. A value closer to 1, means the 

ML Model has a very high accuracy in differentiation of 

classes. 

The AUC-ROC Curves of the 4 ML Models namely KNN, 

LR, RFC, XGBC are shown in Fig. 13, 14, 15 and 16 

respectively. 
 

 
 
Fig. 13. AUC-ROC Curve for K-Nearest Neighbour 

 

 
 

Fig. 14. AUC-ROC Curve for Logistic Regression 
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Fig. 15. AUC-ROC Curve for Random Forest Classifier 

 

 
 

Fig. 16. AUC-ROC Curve for XGBoost Classifier 

 

All the values of AUC-ROC curve are tabulated in Table VI 

for a compact view. 

 
TABLE VI 

PERFORMANCE COMPARISON OF THE ML MODELS BASED ON 

AUC-ROC VALUE 

 

 
 

From Table VI, it is clearly showcased that XGBoost 

Classifier have the highest value of 0.995, followed by Random 

Forest Classifier with 0.995 and Logistic Regression with 

0.938. 

 

AUC-PR Curves of implemented ML Models 

 

AUC-PR stands for Area Under Curve – Precision Recall 

[25]. The graph is obtained by plotting Precision against Recall 

for threshold values. An AUC-PR value close to 1 implies, a 
very good performance from the implemented ML Models 

The AUC-PR Curves of the 4 ML Models namely KNN, LR, 

RFC, XGBC are shown in Fig. 17, 18, 19 and 20 respectively. 

 

 
 
Fig. 17. AUC-ROC Curve for K-Nearest Neighbour 

 

 
 

Fig. 18. AUC-ROC Curve for Logistic Regression 
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Fig. 19. AUC-ROC Curve for Random Forest Classifier 

 

 
 

Fig. 20. AUC-ROC Curve for XGBoost Classifier 

 

All the values of AUC-PR and AP are tabulated in Table VII 

for a compact view. 

 

TABLE VII 

PERFORMANCE COMPARISON OF THE ML MODELS BASED ON 

AUC-PR AND AP VALUE 
 

 
 

From Table VII, it is clearly showcased that XGBoost 

Classifier have the highest value of 0.992, followed by Random 

Forest Classifier with 0.992 and K-Nearest Neighbour with 

0.941. 

B. Experimental Results obtained for MI_Dataset 

The True Positive, True Negative, False Positive and False 

Negative values are portrayed in Table VIII. 

 

TABLE VIII 

VALUES FROM CONFUSION MATRIX FOR ML MODELS 

 

 
 

From Table VIII it is evident, K-Nearest Neighbour possess 

the highest value for correctly classifying the patients for 

Parkinson’s Disease and lowest value for misclassification. 

Utilizing the values obtained from Table VIII, Precision, 

Recall, Accuracy and F1-Score is calculated. The results are 

tabulated in Table IX for a better visualization. 

 

TABLE IX 

EXPERIMENTAL RESULTS OBTAINED FROM MI_DATASET 
 

 
 

From the results of Table IX, it is evident that K-Nearest 

Neighbour have the highest accuracy of 0.9, followed by 

Random Forest Classifier and XGBoost with 0.867 and Logistic 

Regression with 0.8333.  

 

AUC-ROC Curves of implemented ML Model 

 

The AUC-ROC Curves of the 4 ML Models namely KNN, 

LR, RFC, XGBC are shown in Fig. 21, 22, 23 and 24 

respectively. 
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Fig. 21. AUC-ROC Curve for K-Nearest Neighbour 

 

 
 

Fig. 22. AUC-ROC Curve for Logistic Regression 

 

 
 

Fig. 23. AUC-ROC Curve for Random Forest Classifier 

 

 
 

Fig. 24. AUC-ROC Curve for XGBosot Classifier 

 

All the values of AUC-ROC curve are tabulated in Table X 

for a compact view. 

 

TABLE X 

PERFORMANCE COMPARISON OF THE ML MODELS BASED ON 

AUC-ROC VALUE 

 

 
 

From Table X, it is clearly showcased that XGBoost 
Classifier have the highest value of 0.981, followed by K-

Nearest Neighbour with 0.971 and Logistic Regression with 

0.967. 

 

AUC-PR Curves of implemented ML Models 

 

The AUC-PR Curves of the 4 ML Models namely KNN, LR, 

RFC, XGBC are shown in Fig. 25, 26, 27 and 28 respectively. 
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Fig. 25. AUC-PR Curve for K-Nearest Neighbour 

 

 
 

Fig. 26. AUC-PR Curve for Logistic Regression 

 

 
 

Fig. 27. AUC-PR Curve for Random Forest Classifier 

 

 
 

Fig. 28. AUC-PR Curve for XGBoost Classifier 

 

All the values of AUC-PR and AP are tabulated in Table XI 

for a compact view. 

 

TABLE XI 

PERFORMANCE COMPARISON OF THE ML MODELS BASED ON 

AUC-PR AND AP VALUE 

 

 
 

From Table XI, it is clearly showcased that XGBoost 
Classifier have the highest AUC-PR value of 0.963 and AP 

Value of 0.991, followed by K-Nearest Neighbour with AUC-

PR Value of 0.960 and AP Value of 0.980. 

VII. CONCLUSION AND SCOPE OF FUTURE WORK 

The research article focuses on the use of Artificial 

Intelligence (AI) and Machine Learning (ML) to automate the 

detection of Parkinson’s Disease of a patient. Machine Learning 

and Artificial Intelligence have helped the Medical Domain to 
a great extent in reducing diagnosing time and achieving high 

accuracy rate for correct diagnosis of an ailment.  

We have implemented four (04) State-Of-The-Art Machine 

Learning models namely, K-Nearest Neighbour (KNN), 

Logistic Regression (LR), Random Forest Classifier (RFC) and 

XGBoost Classifier (XGBC) to diagnose whether a patient is 

suffering from Parkinson’s Disease or not.  

With the use of Feature Selection Technique, the 

implemented ML Models came up with impressive results. In 

this article, we have used the two most famous Feature 

Selection Techniques namely, Extra Trees Classifier (ETC) and 
Mutual Information (MI).  

The results obtained from the implemented ML Models after 

Data Processing, are evaluated against Precision, Recall, 
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Accuracy, F1-Score, AUC-ROC Curve and AUC-PR Curve 

(the performance evaluation metrics). 

After the performance evaluation, it is concluded that under 

the use of Extra Trees Classifier (Feature Selection Technique), 

XGBoost Classifier came up with the highest accuracy of 0.967, 
precision of 0.9091, recall of 1.00, F1-Score of 0.9524, AUC-

ROC of 0.995, AUC-PR of 0.992 and AP of 0.997. 

With the advent of more precise attributes in the future, the 

accuracy of the ML Models can be boosted to a large extent 

using the Feature Selection Techniques and effective Data Pre-

processing.  
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