
 1 

 

Supramolecular Organization and Charge Transport Properties 

of Self-Assembled π–π  Stacks of Perylene Diimide Dyes 
 

Supplementary Material 
 

Julien Idé, Raphaël Méreau, Laurent Ducasse, Frédéric Castet 

Université de Bordeaux, Institut des Sciences Moléculaires, UMR 5255 CNRS,  

351 Cours de la Libération, 33405 Talence, France.  

 

 

Yoann Olivier, Nicolas Martinelli, Jérôme Cornil, David Beljonne 

Laboratory for Chemistry of Novel Materials, University of Mons, 

Place du Parc 20, B-7000 Mons, Belgium 

 

 

 



 2 

1. Supramolecular organization of PDI stacks 
 

1.1. Preparation of the PDI samples 
We first performed a minimization at 0K of a large aggregate containing 60 

monomers, using δ = 0 °, θ = 55 °, d = dz = 3.5 Å and ΔX = ΔY = 0 as initial conditions 

(which correspond to a regular helical stacking where the centers of mass of all monomers are 

aligned along Z). The evolution of the structural parameters with respect to the position of the 

monomers along the stack is given in Figure S1. These strongly fluctuate at the outer parts of 

the columns due to edge effects, while they remain pretty constant in the inner part (between 

molecule ∼20 and ∼40). The average values of the structural parameters in this central zone 

are < dz > = (3.44 ± 0.05) Å, <θ> = (55.3 ± 2.0)°, <|δ|> = (5.8 ± 1.0)°, and the maximal 

absolute values of the lateral slides ΔX and ΔY are about 2 Å. The computed < dz > value is 

consistent with the stacking distances between neighboring molecules reported for several 

structures of N,N’-diphenyl PDI dyes [Klebe_1988]. 

These first results indicate that the columnar structure exhibits a helical packing of the 

PDI cores with an average rotation angle θ between the main axes of two adjacent molecules 

of about 55°. Consequently, a unit cell containing 13 PDI monomers represents 2 complete 

turns of the helix. Since X-ray diffraction data have shown that the PDI derivative exhibits a 

hexagonal columnar liquid crystalline phase [Chen_2007], we have next performed MM2 

force field calculations using periodic boundary conditions where both atomic positions and 

lattice parameters have been subjected to minimization. A hexagonal unit cell including 13 

PDI units with lattice parameters a = b = 44 Å, c = 45 Å, α = β = 90° and γ = 60° was 

considered as the initial guess to match the length of the alkyl side chain. The minimization 

leads to final cell parameters a = 31.54 Å, b = 31.31 Å, c = 41.82 Å, α = 90.1°, β = 89.7° and 

γ = 63.2°, which corresponds to a density ρ = 0.908 g.cm-3. 
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Figure S1: Evolution of the structural parameters with respect to the position of the 
monomers in the stack, as obtained from a minimization at the MM2 level of an 
aggregate containing 60 monomers, using δ = 0 °, θ = 55 °, d = dz = 3.5 Å and ΔX = ΔY = 
0 as initial conditions.  
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1.2. Time evolution of the unit cell density 
 

 
 

Figure S2: Time evolution of the density of a hexagonal unit 
cell containing 13 PBI monomers. 

 

 

2. Calculation of the charge transport parameters 
 

2.1. Simplification of the molecular PBI units 

 

The VB/HF calculations, which are carried out on MD coordinates snapshots to 

evaluate the impact of the dynamical disorder on the intramolecular and intermolecular charge 

transport parameters, require to simplify the structure of the PBI stacks. We thus performed 

preliminary calculations in order to define the molecular fragments giving rise to the best 

compromise between precision and computational costs. The impact of reducing the 

complexity of the lateral substituents R has been first investigated, as shown on Figure S3. As 

charge transport parameters may be significantly affected by polarization effects, the 

ionization energies, electron affinities and transfer integrals have also been calculated by 

varying the number of molecular units in the stack (Nfrag).  
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Figure S3: Molecular fragments used in VB/HF calculations 

 

For three structures extracted at arbitrary time steps of the dynamics (200, 600 and 

1000 ps), Table S1 reports the IP and EA of the central molecule as a function of Nfrag and of 

the nature of the substituent R. The transfer integrals between the two central molecules in the 

stack are gathered in Table S2 (see Scheme 1 for the labels of the PBI units and the definition 

of the stacks).  

 

 
Table S1: Ionization potential (IP) and electron affinities (EA) (in eV) of the central 
molecule as a function of the number of units in the stack (Nfrag) and of the nature of the 
substituent R, as calculated at the VB/HF-AM1 level for structures extracted at different 
times of the dynamics. 
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Table S2: Transfer integrals for electrons (J–) and holes (J+) (in meV) between the two 
central molecules as a function of the number of units in the stack (Nfrag) and of the 
nature of the substituent R, as calculated at the VB/HF-AM1 level for structures 
extracted at different times of the dynamics. 
 

 
 

 
 

 
 
Scheme 1: labels of the PBI units within the unit cell and the definition of the stacks used 
in the VB/HF calculations.  
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The same conclusions can be drawn for the three structures. Whatever the nature of 

the substituent R, the IP (EA) decreases (increases) when increasing the number of units in 

the stack. Both IP and EA saturate towards asymptotic values, which are reasonably 

approximated by calculations performed on clusters containing 5 fragments. Replacing the 

lateral substituent R by a hydrogen atom introduces significant differences in both properties 

compared to the reference system (R = R1), while calculations performed using a simple 

phenyl group in R lead to good approximations.  

 

Contrary to IP and EA, the transfer integrals are not significantly impacted by the 

number of units in the stack, though calculations carried out on the smallest cluster lead to 

slightly larger deviations. Changing the substituent can have a more significant impact, in 

particular if one compares the values of J+ obtained for the system without substituent to the 

values obtained for the reference system. However, the differences do not exceed 5-6 meV, as 

expected owing to the fact that transfer integrals mainly originates from the overlap between 

the molecular orbitals of the perylene cores.  

 

Finally, the transfer integral distributions along the MD run for electrons and holes 

when the charge migrates from molecule 7 to molecule 8 with R = R3 = H with and without 

accounting for environment effects (i.e. when considering a dimer isolated (Nfrag = 2) or the 

same dimer embedded in a larger aggregate (Nfrag = 5), see Scheme 1) are reported in Figures 

S4 and S5, respectively. The similarity of the two distributions further evidences that 

polarization effects due to the molecular environment has a negligible impact on the transfer 

terms.  

 

  
 
Figure S4: Transfer integral distributions for electrons (left) and holes (right), moving 
the charge from molecule 7 to molecule 8 within a stack of 5 molecules (R = H). 
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Figure S5: Transfer integral distributions for electrons (left) and holes (right), moving 
the charge from molecule 7 to the molecule 8 without environment (R = H). 
 

 

2.2. Calculation of the site energies 

The distributions of IP and EA of each molecule in the unit cell are reported in Figure 

S6, where dark areas are associated to large occurrences. All IP/EA distributions display a 

Gaussian shape. The overall mean values (calculated as the average over the 13 molecules of 

the average values over the structural samplings) are 7.96 eV for IP and 3.28 eV for EA, 

while standard deviations are of similar amplitude: σIP ∼ σEA ∼ 0.09 eV. The distributions of 

the polarization energies P+ and P– are portrayed Figure S7, while the changes in P+ and P–, 

associated to the energy disorder along the stack, are illustrated in Figure S8. The 

distributions of the static S+/– and dynamic D+/– contributions to the polarization energy are 

portrayed in Figure S9. 

  
Figure S6: Distributions of IP (left) and EA (right) for each molecule of the unit cell, as 
calculated at the VB/HF-AM1 level using molecular structures extracted from MD 
simulations. 
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Figure S7: Distributions of the polarization energy for holes ( , left) and electrons ( , 
right), for each dimer of the unit cell, as calculated at the VB/HF-AM1 level using 
molecular structures extracted from MD simulations. 
 

 

  
Figure S8: Distributions of the intermolecular energy disorder associated to holes 
( , left) and electrons ( , right) migration, for each dimer of the unit cell, as 
calculated at the VB/HF-AM1 level using molecular structures extracted from MD 
simulations.  
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Figure S9: Distributions of the S+/– (top) and D+/– (bottom) contributions to the 
polarization energy for holes (left) and electrons (right), for each molecule of the unit 
cell, as calculated at the VB/HF-AM1 level using molecular structures extracted from 
MD simulations.  
 
 

2.3. Calculation of the transfer integrals 

 

Comparison of the transfer integrals calculated at the VB/HF and INDO levels 

Figure S10 portrays the population of transfer integrals  and  between adjacent 

PDI units in the unit cell, as probed at the VBHF and INDO levels along the MD trajectory. 

The INDO transfer integrals are ∼3.5 times larger than the VB/HF ones, while the two levels 

of calculation lead to very similar distributions.  
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Figure S10: Transfer integral distributions for successive dimers in the stack for holes 
(left) and electrons (right), as calculated at the VBHF (top) and INDO (bottom) levels.  
 

The variations of J+ and J– with respect to the Δx and Δy shifts, as calculated at the 

VB/HF and INDO levels for the simplified PDI dimer shown in Figure S11, are illustrated in 

Figure S12. The twist angle θ between the two facing molecules is fixed at 55°. The VB/HF 

and INDO maps display the same topology, which further confirms that the two levels of 

approximation lead to similar evolution of the transfer terms with respect to the structural 

parameters.  

 

Figure S11: Structure of the model PDI dimer. 
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Figure S12: Evolution of J+ (left) and J- (right) in the model dimer with Δx and Δy at the 
VB/HF (top) and INDO (bottom) levels (in meV). 
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Evolution of J+ and J– with Δx and Δy: charge transfer from molecule 4 to molecule 5.  

To complement the investigations on the evolution of  and 
 
with the structural 

parameters provided in Section 4.3 of the article, we consider here, as another representative 

example, the transfer integrals when the charge hops from molecule 4 to molecule 5 within 

the unit cell (see Scheme 1). The top of Figure S13 show the values of the relative shifts Δx 

and Δy sampled along the dynamics superimposed to the color maps of J+ and J– calculated at 

the VB/HF level for the simplified PDI dimer shown in Figure S11. The distributions of the 

J+ and J– values for the dimer 4-5 are portrayed at the bottom of Figure S13. 

 

 
Figure S13: Evolution of J– (left) and J+ (right) (in meV) with Δx and Δy (top) in the 
model dimer, and transfer integral distributions extracted from the MD simulations for 
a charge migration between molecules 4 and 5 (bottom). 

 

The marked differences between the transfer integral distributions obtained for the 

dimer 4-5 and for dimer 7-8 (see Figure 7 of the article) can be easily rationalized when 

considering the differences in the relative positions of the molecules in these two dimers. In 
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dimer 4-5, the molecule 5 is preferentially located in Δx = 0.23 Å and Δy = 0.21 Å. This 

geometry favors the overlap between the frontier orbitals of the two monomers, and thus 

corresponds to a zone associated to high J+ (~90 meV), and J– (~50 meV) values. In dimer 7-

8, the molecule 8 is centered on Δx = –0.17 Å and Δy = –1.61 Å, which associated to small J+ 

(~10 meV) and J– (~20 meV) values. In addition, in the region explored by the molecule 5 

during the dynamics, the J+ and J– maps are more flat than in the region explored by the 

molecule 8, so that the transfer integrals distributions in dimer 4-5 display a smaller 

broadening than that obtained for dimer 7-8.  

 

 

Evolution of J+ and J– with Δx, Δy and θ  

 

Figure S14: Evolution of the J– (top) and J+ (bottom) maps as a function of θ . See also 
the animated map: Transfer_integrals_wrt_Theta.gif 
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Evolution of J+ and J– with Δx, Δy and δ  

 

Figure S15: Evolution of the J– (top) and J+ (bottom) maps as a function of Rx.  
See also the animated map: Transfer_integrals_wrt_Rx.gif 

 
 

 

Figure S16: Evolution of J– (top) and J+ (bottom) maps as a function of Ry.  
See also the animated map: Transfer_integrals_wrt_Ry.gif 

 

 

Evolution of J+ and J– with Δx, Δy and dz  

See the animated map: Transfer_integrals_wrt_dz.gif 



 16 

3. KMC calculations  

 
3.1. Assessment of the convergence of the computed properties 

As every stochastic method, the KMC approach requires a large sample of values to 

converge the simulated properties. In this section, we investigate the number of random shots 

necessary to get an acceptable convergence of the charge carrier mobilities, with respect to the 

electric field amplitude used in the simulations. Three different frames extracted from the 

dynamic, presenting low, high and intermediate mobility values (as determined after a fast 

calculation using an electric field value of 105 V/cm), have been considered. For these three 

frames, the average mobility values at different electric fields and for different numbers of 

random shots were calculated. We only report here the results obtained for the frame 

presenting the intermediate mobility value, without considering any energetic disorder. The 

averaged mobilities have been calculated by: 

 

  (S1) 

where the distance d is equal to 500 nm. Calculations have been performed using λs=0.15 eV 

and λi=0.20 eV. 

 

The numerical values of the average hole mobilities and the associated standard deviations 

are reported in Tables S3 and S4, respectively, as a function of the number of random shots, 

as well as of the amplitude of the applied electric field F. These results show that for an 

electric field value of 10000 V.cm-1, 50 random shots are sufficient to get a reasonable 

convergence on the average mobility.  

 

 Electric field/(V.cm-1) 
 1000 10000 100000 1000000 10000000 

5 0.0380 0.0294 0.0316 0.0311 0.0121 
10 0.0471 0.0290 0.0323 0.0310 0.0124 
50 0.0399 0.0314 0.0319 0.0310 0.0124 

100 0.0404 0.0318 0.0319 0.0312 0.0123 
1000 0.0413 0.0323 0.0317 0.0313 0.0124 

# 
of

 sh
ot

s 

10000 0.0419 0.0318 0.0317 0.0313 0.0124 

Table S3: Average charge carrier mobilities (cm2.V-1.s-1) for different electric fields and 
values of random shots. 
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 Electric field/(V.cm-1) 
 1000 10000 100000 1000000 10000000 

5 0.0174 0.0082 0.0020 0.0026 0.0007 
10 0.0236 0.0080 0.0030 0.0020 0.0008 
50 0.0316 0.0082 0.0033 0.0018 0.0008 

100 0.0341 0.0093 0.0031 0.0019 0.0007 
1000 0.0326 0.0103 0.0033 0.0018 0.0007 

# 
of

 sh
ot

s 

10000 0.0327 0.0101 0.0033 0.0018 0.0007 

Table S4: Standard deviations (cm2.V-1.s-1) of the mobility for different electric fields 
and values of random shots. 
 

 

3.2. Hole and electron mobilities  
 

 VB/HF INDO 
λs 0.05 0.10 0.20 0.30 0.20 
 static limit 
µh+ 7.80e-04 6.63e-04 3.23e-04 9.18e-05 1.15e-03 
µe- 2.14e-04 9.69e-05 5.58e-05 1.26e-05 2.53e-04 

 time-averaged limit 
µh+ 1.60e+00 7.43e-01 1.90e-01 5.72e-02 2.25e+00 
µe- 2.02e-01 9.26e-02 2.49e-02 7.96e-03 3.44e-01 

 space-averaged limit 
µh+ 1.93e+00 8.43e-01 2.27e-01 7.06e-02 2.91e+00 
µe- 2.69e-01 1.17e-01 3.17e-02 9.90e-03 3.79e-01 

 time-and-space-averaged limit 
µh+ 2.08e+00 8.73e-01 2.37e-01 7.31e-02 3.11e+00 
µe- 2.92e-01 1.27e-01 3.58e-02 1.05e-02 4.48e-01 

Table S5: Charge carrier mobilities (in cm2.V-1.s-1) in the various limiting cases, as 
calculated with the KMC scheme using VB/HF and INDO transfer integrals and the 
average transient time .  
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4. Autocorrelation functions of the main geometrical parameters 

 

 
Figure S17: Autocorrelation functions of Δx, Δy and θ. 
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