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Nomenclature 
 

 

𝐶𝐻𝑝𝑟𝑜𝑏 Probability that a sensor will be selected 

as a Cluster Head 

                                    𝑑   Distance 

 

𝑒0 Energy required for electronic circuitry 

 

                𝐸(𝐷𝑎𝑡𝑎 𝐴𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑖𝑜𝑛) Energy spent for data aggregation 

 

                                𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 Initial energy 

 

𝐸𝐶𝐻 Energy spent by a Cluster Head 

 

                  𝐸(𝐷𝑎𝑡𝑎 𝑅𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔) Energy spent for data receiving 

 

                 𝐸(𝐷𝑎𝑡𝑎 𝑆𝑒𝑛𝑠𝑖𝑛𝑔) Energy spent for data sensing 

 

                𝐸(𝐷𝑎𝑡𝑎 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛) Energy spent for data transmission 

 

𝐸𝑔 Current energy gain rate  

 

𝐸𝑔_𝑛𝑏𝑟_𝑚𝑎𝑥 Maximum energy gain rate among all the 

neighbourhood sensors and the node itself 

 

𝐸𝑚𝑎𝑥 Maximum energy storing capacity  

 

𝐸𝑁 Net energy gain rate 

 

                             𝐸𝑛𝑜𝑛−𝐶𝐻 Energy spent by a non-Cluster Head 
 

𝐸𝑟𝑒𝑚 Remaining energy of a sensor 

 

𝐸𝑟𝑒𝑚_𝑛𝑏𝑟_𝑚𝑎𝑥 Maximum remaining energy among all the 
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neighbourhood sensors and the node itself 

 

휀𝑓𝑠
  Free space channel fading co-efficient 

 

휀𝑚𝑝  Multipath channel fading co-efficient 

 

𝜎𝑢𝑤 Number of shortest paths from u to v 

 

                                  𝜎𝑢𝑤(v)  Number of shortest paths from u to w that 

a vertex v lies on 

 

                                NI Importance Index 

 

𝑃 The portion of the nodes become Cluster 

Heads 

 

𝑟 Current round number  

 

𝑅 Intra-cluster communication range 

 

  

𝑆𝑛𝑏𝑟 Set of neighbour sensors located in the 

clustering range of a sensor 

 

𝑆𝑐ℎ Set of Clutser Heads  
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Abstract 
 

 

Routing protocols for wireless sensor networks (WSNs) play an important role 

in the performance of WSNs. They have an impact on, for instance, energy efficiency, 

reliable data transmission, channel utilization, and faster data delivery. Routing 

protocols can be broadly classified into two groups: i) Flat and ii) Hierarchical or 

clustering based techniques. The latter techniques are more energy efficient and scalable 

than the former. However, clustering techniques inherently create extra load on cluster 

heads and cluster heads (CHs) are more prone to breakdown. To address these issues 

and to support a sustainable environment, energy harvesting aware clustering 

techniques are evolving.  However, there are only a limited number of these techniques 

available in the literature. Most are either single hop or location aware or not mostly 

self-organized.  Therefore, they are not appropriate and economically viable for 

medium and large scale WSNs.  

In this dissertation, we have developed an innovative multi-hop energy 

harvesting aware clustering technique for location unaware WSNs, the Energy 

Harvesting Aware Energy Efficient (EHAEE) clustering scheme. EHAEE takes into 

account the intra-cluster communication cost, maximum storage capacity, and the 

dynamic values of load, gain rate, and remaining energy of a sensor node during the 

CHs selection and joining phases. This enables EHAEE to be more self-organized in the 

clustering process and makes it more suitable for non-uniform node distribution. The 

performance of EHAEE is evaluated through the network simulation models and is also 

compared and contrasted with another promising and widely accepted clustering 

technique, HEED, in the context of many different real-world network scenarios. 

Simulation results demonstrated that EHAEE increases network lifetime and reliability 

simultaneously. We have also conducted a statistical significance test using the t-test 

which exhibits a significant improvement of the performance of EHAEE over HEED. 
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Chapter 1 
 

 

Introduction 

 

Wireless sensors are present in many of the popular devices that people use in 

their day-to-day life. Wireless sensors are used, for instance, to monitor temperature, 

blood pressure, heartbeat, humidity, vehicular movement, lightning condition, pressure, 

soil makeup, noise levels, object movement, presence or absence of objects, and stress 

levels on attached objects. They can also monitor an object’s speed, direction, and size 

[1].  Some sensors are very small in size, called as microsensors. With the advent of 

nano technology, researchers are now working on nano sensors that are even smaller 

than micro sensors. The advancement of micro sensors and nano sensors has created 

vast application areas for wireless sensors.  

1.1 Background 

Yick et al. [2] have stated that a wireless sensor network (WSN) is composed of a 

group of wireless sensors (from a few sensors to thousands) deployed in a region to 

monitor and to obtain the required data. WSNs can be broadly classified into two 

groups: i) structured and ii) unstructured. In the former, wireless sensors are deployed in 

a particular pre-planned pattern, while in the latter there is no regular pattern that is 

followed at the time of the sensor deployment. Usually in dense networks with a large 

number of sensors, sensors are not deployed in a structured manner. Managing a 

structured WSN is easier than managing an unstructured WSN. The network 

management cost of a structured WSN is also lower than that of unstructured WSN.  

WSNs have vast application areas. Akyildiz et al. [1] have mainly categorized the 

application areas of WSNs into five groups: i) military, ii) environment, iii) health, iv) 

home and v) commercial areas. However, their classification can be expanded to many 

more specific kinds of applications including, but not limited to, disaster relief, space 

exploration, and chemical processing to name a few. As an overview of the field, it can 

be noted that with the advancement of wireless sensors, the growth of their applications 
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in the form of a WSN is increasing rapidly. In Fig. 1.1, the schematic diagram of a 

wireless sensor is presented. The sensing unit is composed of multiple sensors. These 

sensors generate corresponding electric signals due to change to environmental 

conditions [3]. The processing unit is the main part, which operates a wireless sensor. It 

processes the data and controls the sensing and the radio units. The central processing 

unit comprises microprocessors, microcontrollers, memory, counters, timers, and field 

programmable gate arrays. A wireless sensor communicates with the base station or 

other wireless sensors in the network through a wireless communication channel. The 

communication medium can be of three types: i) Laser, ii) Infrared and iii) Radio 

frequency (RF) or electromagnetic wave. For RF communication, a radio transceiver is 

used, which transmits and receives radio signals. The power unit provides the necessary 

power required to operate a wireless sensor. Batteries are also used as power sources. 

There are various types of batteries available these days, which are used in wireless 

sensors, for example, NiMH and Lithium. 

 

 

 

  Fig. 1.1 The schematic diagram of a wireless sensor [3] 
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García-Hernández et al. [4] have identified several protocols in the different 

communication layers for a WSN. These protocols are mainly for application, transport, 

network, data link and physical layers. There are various causes of energy wastage in 

MAC layer, a sublayer of data link layer: i) Packet collision, ii) Over hearing, iii) 

Control packet overhead, iv) Idle listening and v) Overemitting [5]. Packet collision 

takes place when a node receives more than one packet at the same time. For recovery, 

data retransmission is required, which causes delay and incurs energy overheads. Due to 

overhearing, a node can receive packets that were not destined for it. Control packets 

are used for various purposes including collision avoidance. However, they do not have 

useful data i.e., payload. Therefore, the control packet is an overhead. The number of 

control packets transmitted in a network should be minimized to maximize the network 

efficiency. Over-emitting means sending a packet to a node before the receiving node is 

ready. If the receiver is not ready and a packet is sent to the receiver, the retransmission 

of that packet is essential; one of the causes for network latency and energy overhead. 

 The main MAC protocols in use are: sensor MAC (S-MAC) [6], WiseMAC [7], 

B-MAC [8], Timeout MAC (T-MAC) [9], Traffic Adaptive MAC protocol (TAMAC) 

[10],  Node Activation Multiple Access (NAMA) [11] and DMAC [12]. S-MAC is very 

easy to implement. It reduces energy wastage due to idle listening by reducing sleep 

schedules. However, in S-MAC, the sleep and listening period of sensor nodes are pre-

defined and fixed. The constant sleeping and listening periods decrease the network 

efficiency when network traffic changes. WiseMAC outperforms S-MAC by 

considering a dynamic adjustment of the preamble length with the change of network 

traffic, which produces better results under variable traffic conditions. It provides an 

intelligent clock drift. However, WiseMAC has some disadvantages. The decentralized 

sleep and listen scheduling causes different sleep and wake-up times for each and every 

neighbour of a node. As a result, broadcast packets for the neighbours are buffered until 

the neighbour nodes awake. This incurs high latency and energy inefficiency. B-MAC 

focuses on collision avoidance and high channel utilization. The operation cycle of B-

MAC consumes less power. It also minimizes idle listening through an adaptive 

preamble sampling technique.  
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Simulation results show that B-MAC performs better than S-MAC. According 

to BUETTNER et al. [13], the long preamble of B-MAC causes extra latency at each 

hop. In T-MAC, a node keeps listening to the channel for a threshold period of time. 

During that threshold time, if no activation event can be heard, the node stops listening 

to the network. T-MAC performs better than S-MAC under variable traffic loads. 

However, it causes early sleeping problems. TAMAC follows NAMA [11], in which it 

eliminates the hidden-station problem. It ensures that within one hop neighbourhood no 

data is lost due to collision. However, neither NAMA nor TAMAC can solve 

overhearing. DMAC opts to provide energy efficiency and minimize network latency. It 

assigns subsequent slots to the nodes that are successive in the data transmission path. 

Thus, low latency is achieved. Although, DMAC provides low latency, it does not use 

any collision avoidance methods. Therefore, in many cases, collision may take place.  

Besides MAC, the most important layer for WSNs is network layer which is 

responsible for forwarding the data to the destination using a routing protocol. Al-

karakai et al. [14] have reported that wireless sensors are mainly energy constrained 

devices. There are also other constraints, for example, network bandwidth. Every sensor 

node has to transmit its data to the base station either via other intermediate sensors or 

the node itself has to transmit directly its packets to the base station. Most of the nodes 

in a WSN are not located close to the base station. Long distance transmission requires 

more energy and not all nodes in a network may have the required transmission power 

to communicate directly to the base station. Besides, in a widespread network there will 

be a large number of wireless sensors and the network bandwidth is fixed. Therefore, 

sensors have to find the optimal route to transmit their data to the base station via other 

sensors. This is called routing. If the applied routing protocol is not designed 

considering energy or other relevant constraints of a wireless sensor network, the nodes 

quickly lose its energy in executing that routing protocol. As a result, data collection is 

also hampered due to the sudden breakdown of nodes, which yield a high packet loss 

ratio. In the next section, we will present various routing protocols designed for WSNs. 
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1.2 Routing Protocols for Wireless Sensor Network 

Routing protocols for WSN can be broadly classified into two categories: i) Flat 

based and ii) Hierarchical [15]. Hierarchical routing protocols can be classified into two 

groups: i) Location aware and ii) Location unaware. Further, the former can be 

classified into three groups: i) Traditional, ii) Proxy-enabled and iii) Energy harvesting 

aware, while the latter can be broadly divided into two classes: i) Energy harvesting 

unaware and ii) Energy harvesting aware. In Fig. 1.2, the classification of routing 

protocols for WSNs is shown. The following section presents various flat based routing 

protocols.  

 

Fig. 1.2 Classification of routing protocols for WSNs 
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1.2.1 Flat Routing Protocols 

In flat based routing, every sensor performs the same role [16–22]. Two pioneer 

flat based routing protocols for WSNs are: i) Information via Negotiation (SPIN) [19] 

and Direct Diffusion [20].  

In SPIN, instead of sending actual data packets, a node first sends a definition of 

its data (i.e., metadata) to its one hop neighbours. This process is called advertisement 

and the packet containing metadata is called an advertisement packet. From that 

metadata packet, a neighbour node checks whether it already has the data or not. If the 

neighbour node does not have the data, it sends a request packet in reply to that 

advertisement packet. Receiving the request packet, the node transfers the real data to 

its neighbour node. From Fig. 1.3, we can see that node A first sends an advertisement 

to neighbour node B. Node B sends a reply request. Node A sends the real data. After 

receiving the new data from A, node B sends an advertisement to its neighbours C, D, 

E, F and G. After receiving replies from C, D, E, F and G, node B transmits the new 

data packet to its neighbours. SPIN reduces flooding by a factor of 3.5. The main 

disadvantage of SPIN is that it does not ensure data delivery to the base station. For 

example, suppose a node wants to transmit some data to the base station, if the 

intermediate nodes are not interested in the data, then nodes that are located far away 

from that node, do not receive this data. Therefore, SPIN is not suitable for applications 

which require reliable data delivery.  

In direct diffusion [20], the base station initiates queries to a node for the data 

and the node replies to the base station. The intermediate nodes transmit the query from 

the base station to the destination node. In a similar way, using the same path, the 

intermediate nodes send the reply packet back to the base station. Direct diffusion 

reduces the problem of SPIN regarding data delivery. Since it is based on either query 

driven or on demand data delivery, it is not applicable for applications that require 

continuous data delivery such as environment monitoring [15].  

Shah and Rabaey [21] introduced an energy aware flat based routing protocol 

which performs better than direct diffusion. In their approach, a path having the lowest 
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energy consumption is chosen. However, it uses localized flooding to create the routing 

tables. Flooding increases the load of the network and decreases network lifetime and 

throughput. 

Braginsky et al. developed a routing protocol, Rumour routing [22]. In this 

protocol, when a node detects an event, it updates its local table and adds that event. 

The node also generates a packet called an advertisement packet. Other nodes update 

their local table by receiving the advertisement packet. When a query comes along for 

that event, the nodes already know the route from their local table and pass the 

information. Thus, flooding is reduced. However, it performs well only with a small 

number of events. For a large number of events, the cost of maintaining an event table 

in each node increases [15]. 

 

 

 

Fig. 1.3 Operation principle of SPIN protocol [15] 
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In flat based routing protocols, every sensor node has to keep the routing 

information of the whole network. In a dense network, the size of the routing table for a 

node becomes substantial. Every node needs to update its routing table if any change 

takes place in any part of the network (e.g., node breakdown or addition of new nodes), 

which is accomplished through a lot of message passing across the network. More load 

on the network results in data transmission delays and inefficient channel utilization. 

Besides, the message passing causes the nodes to lose more energy. Thus, flat-based 

routing protocols are not energy efficient and unsuitable for a large WSNs (i.e., not 

scalable). To combat these issues, hierarchical routing protocols have been developed 

and they are presented in the following section. 

1.2.2 Hierarchical Routing Protocols  

 Unlike flat routing protocols, in hierarchical routing protocols, the role of every 

sensor is not the same. Nodes are classified into two classes according to their role: i) 

Cluster Head (CH) and ii) Non-Cluster Head (Non-CH). The whole network is virtually 

divided into groups of sensors called clusters. A CH node acts as the in-charge node of 

a cluster. Non-CH nodes transmit the data to their respective CH node. A CH node 

aggregates all the packets received from its member non-cluster head (non-CH) nodes 

along with its own data into one single packet. The CH then transmits the aggregated 

packet to the base station either directly by itself or via other cluster heads (CHs). In 

single hop clustering, a CH node directly transmits its packets to the base station. In 

contrast, in multi-hop clustering, a CH node transmits its data to the base station via 

other CHs. In Figs. 1.4 and 1.5, a single hop and multi-hop clustering are shown, 

respectively. In a centralized clustering, the base station selects CHs in the network, 

while in a decentralized clustering, a node autonomously decides whether it will act as a 

CH or not. A clustering technique provides many benefits including the following [23]: 

1) Better channel utilization:  As mentioned previously, WSNs have energy and 

bandwidth constraints.  Because of the transmission of aggregated packets instead of 

individual packets received from non-CH nodes, a clustering-based routing 

technique transmits a fewer packets compared to flat based routing. In most 

applications, the data collected by wireless sensors are spatially as well as  
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Fig. 1.4 Single hop hierarchical clustering–based routing 

 

 

Fig. 1.5 Multi-hop hierarchical clustering-based routing 
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temporarily correlated. The data contained in an aggregated packet still fulfils its 

desired purposes. Thus, by using data aggregation, better channel utilization is ensured 

in a clustering technique. 

2) Less packet collision: Packet collision rate decrease as the less number of packets 

are transmitted by a cluster based routing. 

3) Energy efficient and reliable: Packet receiving and transmission costs energy. 

Since a cluster based routing significantly reduces the total number of packet 

transmissions over flat based routing, it is more energy efficient. Furthermore, due 

to less collision, data transmission reliability also increases. 

4) Faster data transmission: Less traffic and collision significantly improves packet 

transmission delay. Therefore, faster data transmission to the base station can be 

provided by a clustering technique. 

5) Improved network scalability: A greater number of sensors can be easily added 

and managed in a clustering technique. Nodes can be organized in clusters or can be 

added to clusters. Only CH nodes communicate with the base station. Non-CH 

nodes send packets to their respective CHs. Thus, the network can be easily spanned 

in more and more areas that can be covered by sensors.  

6) Small Routing table: In clustering, non-CH sensors transmit their data directly to 

their respective CHs. Thus, routing table size becomes small for non-CH sensors. In 

single hop clustering, CH nodes directly send their packets to the base station. 

Again, a small routing table is required for any CH node.  

Clustering based routing protocols can be broadly classified into two groups: i) 

Location aware and ii) Location unaware. In location aware clustering techniques, 

nodes are enabled with GPS facilities and hence know their locations, while for location 

unaware, nodes do not know their positions. Since GPS have a certain amount of cost, 

location aware sensors are expensive and they are not economically viable for the 

applications that require densely deployment i.e. a large number of sensors. In addition, 

most applications require dense deployment of sensors that are generally tiny. 

Therefore, it is not technologically feasible to embed GPS in them. These were the 

reasons behind our motivation to research multi-hop hierarchical clustering-based 

routing protocols for location unaware WSNs. 
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1.3 Research Motivations  

There are a number of research issues that need to be addressed to advance the 

existing concept of the clustering-based routing protocols for WSNs to make them more 

suitable for the real-world applications. They are introduced in the next section.    

1.3.1 Improve Self-organization of a Clustering Technique 

In most clustering-based routing protocols for WSNs, a strong correlation exists 

between the prior probability of the number of CHs and the actual number in the 

operating network. For this reason their self-organization capability for the network 

topology, a major concern to the research community, is limited and, consequently, this 

imposes a constraint to their efficacy in non-uniform node distribution. Therefore, there 

is a need to introduce a clustering technique that reduces the correlation between the 

prior probability and actual number of CHs that consider the dynamic characteristics of 

sensor nodes and their instantaneous loads. 

1.3.2 Promote Clean Energy and Sustainable Environment 

  With the rapid advancement of modern technology around the world, most 

countries become aware of the intense global demand for more and more energy. 

Energy can be produced in many ways including by burning non-renewable and 

environmentally polluting resources such as coal and gas. However, to meet the 

increasing global energy demands necessitates the use of renewable energy sources. For 

this reason, researchers have started to focus on renewable energy sources. As climate 

change and global warming has become a global threat, it is, therefore, become even 

more necessary to reuse clean energy that will not damage our environment.  

 

Energy harvesting is the process of acquiring energy from the environment and 

converting it to electrical energy [24]. Renewable energy sources such as solar, wind, 

water, and thermal are now being harvested to generate electricity [25]. Since wireless 

sensors are energy constraint devices, energy harvesting can be applied to addressing 

the issue of the finite lifetime of wireless sensors. The wireless sensors can be powered 

by harnessed electrical energy. Currently, there are many wireless sensors available on 
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the market that are powered by harvested energy from renewable sources such as solar, 

thermal, vibration, and motion [26-28]. 

1.3.3 Issues of Existing Energy Harvesting Aware 

Clustering Schemes 

 The advantages of hierarchical routing are articulated in Section 1.2.2. Energy 

harvesting in wireless sensors from renewable energy sources not only mitigate the 

energy limitation of wireless sensors, but also support a sustainable environment. 

However, existing energy harvesting aware clustering schemes have various constraints 

such as: 

1. Academic research, thus far, has seen very limited numbers of studies focused 

on developing clustering based routing schemes that consider the energy 

harvesting capability of wireless sensors from renewable energy sources. 

2. Existing energy harvesting aware clustering schemes are either location aware or 

are developed on the assumption that every sensor of a WSN is able to 

communicate directly to the base station. This means that CHs have to 

communicate directly with the base station. This assumption may not be 

practically feasible, because if the network is very large, the base station can be 

located far away from many sensors in the network. Wireless sensors have 

various transmission power levels. At a particular power level, a sensor can 

cover a fixed range of area and a sensor cannot communicate more than its 

maximum communication range. If the base station is not located within a 

sensor’s maximum communication range, the sensor is not able to communicate 

with the base station. Therefore, all the CH nodes may not have the ability to 

communicate as far as where the base station is located. 

3. The higher the transmission power level of a sensor, the higher is its energy 

consumption rate. Therefore, the energy harvesting aware clustering schemes 

that assume every CH can directly communicate with the base station cannot 

effectively reduce inter-cluster communication costs. 

4. Most existing energy harvesting aware clustering schemes do not consider intra-

cluster communication cost, that is the energy spent by non-CHs to 

communicate with their respective CHs. Therefore, a node may become CH, 
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even though it is located in such an area which is far away from most of its 

members i.e., non-CHs nodes. As a consequence, its most member nodes have 

to spend more energy to cross-communicate. 

1.4 Research Objectives 

To address the research issues raised in the previous section, we have aimed to work on 

the following objectives: 

1. To address the issues of the existing energy harvesting aware clustering 

schemes, we aim to develop an innovative energy harvesting aware clustering 

scheme that will have an inherent self-organization capability; consequently, it 

will be more suitable to non-uniform node distributions. 

2. To develop a multi-hop energy harvesting aware clustering scheme that is able 

to enhance both network lifetime and reliability simultaneously. 

3. To perform an evaluation and analysis of the new energy harvesting clustering 

scheme as found in different network scenarios. 

 

In the following section, we present our main research contributions. 

1.5 Research Contributions 

To fulfil the objectives mentioned in Section 1.4, our research has made the following 

contributions: 

1. We have provided a novel multi-hop energy harvesting aware clustering scheme 

for location unaware WSNs (Objective 2). It eliminates the constraint of the 

existing energy harvesting aware clustering schemes that every node of the 

network has been able to communicate directly with the base station. Therefore, 

it is practically feasible and reduces inter-cluster communication costs. Unlike 

other existing approaches, CHs are selected considering a number of 

characteristic aspects such as intra-cluster communication cost, instantaneous 

gain rate, load and remaining energy, and maximum storage capacity. Because 

of these multitude considerations, our approach inherently possesses more self-

organization capability and, hence, becomes more suitable for non-uniform node 
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distribution (Objective 1). This has been reflected by the significant 

improvement of both network lifetime and data transmission reliability 

simultaneously for a number of different randomly nodes deployment scenarios.     

2. We have developed network simulation models for both our scheme and a 

popular and prominent approach, HEED [29], using a discrete network simulator 

called TOSSIM [30]. The performance of our approach has been analysed and 

compared and contrasted with HEED in terms of different and widely used 

performance metrics such network life and reliability in a number of different 

network scenarios (Objective 3). We have also conducted statistical significance 

tests, using t-tests to validate that the improvements achieved by our method are 

statistically significant.  

In the following section, we present the structure of the thesis. 

1.6 Thesis Structure 

The thesis structure is organized as follows: 

Chapter 2 reviews previous studies on clustering techniques for WSNs. The 

available literature on clustering techniques is classified into different categories. Each 

technique is critically analysed. Examining the available literature is paramount to 

understanding the state-of-the-art of cluster based routing protocols for WSNs. 

Identifying gaps in the literature, we recognise the research challenges in this chapter 

also and realise the importance of the development of an innovative location unaware 

and energy harvesting aware clustering-based routing protocol for WSNs.  

Our innovative multi-hop energy harvesting aware clustering scheme including 

its network model, algorithm, and unique characteristics for location unaware WSNs are 

detailed in Chapter 3.  In this chapter, the performance analysis of our routing scheme is 

also outlined and collated with a well-accepted clustering scheme for a number of 

different realistic network scenarios using network simulation models. 

Finally, Chapter 4 presents the conclusions of our research. It also provides a 

future research scope based on the findings from our research project. 

  



31 
 

Chapter 2 
  

Clustering-based Routing Protocols for WSNs 
– A Review 
 

To improve network performance metrics (e.g., energy, reliability, delay, etc.), 

numerous pieces of research have been undertaken thus far on developing routing 

protocols for WSNs. In the previous chapter (Section 1.2.2), a presentation was made 

on the various advantages of applying a clustering technique (e.g., predominantly 

energy efficiency) to the development of a routing protocol of WSNs. As examined in 

Section 1.2.2 and 1.3 of Chapter 1, we were motivated in our research to develop an 

innovative energy harvesting aware clustering-based routing scheme to improve the 

energy efficiency and data transmission reliability of a routing protocol for WSNs. To 

develop such a clustering scheme, we gained knowledge of contemporary and existing 

clustering schemes for a WSN. In this chapter, we discuss existing techniques available 

on clustering-based routing protocols for WSNs. The classification of clustering-based 

routing protocols for WSN is presented in Fig. 1.2. Clustering protocols of a WSN can 

be broadly classified into two categories: i) location aware and ii) location unaware and 

in this chapter we discuss both of these clustering techniques.  

2.1 Location Aware Clustering Techniques 

Location aware clustering technique is one approach to energy efficiency and 

data transmission of a WSN. Sensors equipped with GPS facilities are called location 

aware sensors. Location aware sensors have various facilities. For example, if a node 

has GPS facilities, then it can determine its location and the distance from the base 

station. If its neighbour nodes are also GPS enabled, then these nodes know each other’s 

locations and calculate their distances and, thus, can easily figure out the optimum 

routing path to the base station. This improves the network performance. However, the 

manufacturing costs of sensors with GPS are higher than the manufacturing costs of 

sensors without GPS facilities. Therefore, location aware sensors may not be used for 

applications where cost is an issue or where the number of sensors required is very high. 
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Furthermore, many applications need sensors which are tiny and.it is not 

technologically feasible to embed GPS in these tiny sensors. Clustering techniques for 

location aware sensors can be broadly classified into three classes: i) traditional 

clustering ii) proxy enabled and iii) energy harvesting aware clustering. In the following 

two sections we discuss various clustering techniques for location aware sensors. 

2.1.1 Traditional Clustering Techniques 

There are a number of traditional clustering algorithms for location aware 

wireless sensors.  

Dimokas et al.[31] have previously proposed a clustering technique called 

GEodegic Sensor Clustering protocol (GESC). The whole WSN is considered as a 

graph, G(V, E) where V is the set of all vertices or nodes and E is the set of all edges or 

paths. An edge or link e(u,v)is present between node u and node v, if u and v are located 

within each other’s communication range. All links are bidirectional. Nodes can 

identify their one hop and two hop neighbours. Two hop neighbours of a node are those 

nodes which are neighbours of that node’s neighbours, but not a direct neighbour to that 

node. For example, we assume three nodes u, v and w, where u and v are one hop 

neighbours and v and w are also one hop neighbours. However, w and u are not one hop 

neighbours. Then, w and u are two hop neighbours for each other. The nodes can also 

calculate the information of their k hop neighbours, if needed. Importance index NI(v) 

of a vertex v is calculated as follows:  

NI(v) = ∑
𝜎𝑢𝑤(v)

𝜎𝑢𝑤
u ≠v ≠w ∈ V ,         (2.1) 

𝜎𝑢𝑤 = 𝜎𝑤𝑢 denotes the number of shortest paths from u to v, where u, v ∈ V. 𝜎𝑢𝑤(v) 

denotes the number of shortest paths from u to w that a vertex v ∈ V lies on. From Fig. 

2.1 we can identify the 3 shortest paths from u to w. Among these 3 paths, one shortest 

has v inside it. Therefore, in Fig. 2.1, the value of 𝜎𝑢𝑤 = 𝜎𝑤𝑢 = 3 and 𝜎𝑢𝑤(v) = 1. The 

importance index of a node indicates that if the node resides in the networks paths they 

are most likely to be traversed by the majority of traffic messages. The nodes with 

higher importance index values will be chosen as CH. As we can see, a node and its 

neighbours’ locations play a vital role here in the CH selection process. A node’s 
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remaining energy is not considered in the CH selection process. Therefore, it is possible 

that nodes with lower remaining energy may become CHs, which will impact both 

network reliability and its lifetime.  

 

 

Fig. 2.1 Importance Index 

A further technique is the Distributed Weight Based Energy-Efficient 

Hierarchical Clustering protocol (DWEHC) proposed by Ding et al. [32]. This is a 

clustering algorithm for location aware wireless sensors. According to DWEHC, we can 

calculate the weight of a node y using the following equation: 

𝑊𝑤𝑒𝑖𝑔ℎ𝑡(𝑦) = 
𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑦) 

𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙(𝑦) 
 × [ ∑

(𝑅−𝑑(𝑦,𝑢))

6𝑅u ∈𝑁𝛼,𝑐(𝑦)  ],      (2.2)  

where 𝑁𝛼,𝑐(𝑦) is the set of neighbours of node y, 𝑅 is the intra-cluster communication 

range, 𝑑(𝑦,𝑢) denotes the distance from node y to node u, 𝛼 and 𝑐 are constants. The 

value of 𝛼 is either 2 or 4. 𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑦) denotes the current remaining energy of the 

node y and 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙(𝑦) denotes the initial energy of node y, which remains the same for 

all nodes. The node with the highest weight among its neighbours becomes the CH. In 

other words, a node’s current energy level is considered as the key factor to elect it as a 

CH. The algorithm also tries to minimizing the intra cluster communication cost. The 

algorithm terminates in 𝑂(1) iterations. Its performance does not vary with the size of 

the network.  DWEHC does not make any assumptions about network topology and 

assumes that nodes once deployed, cannot be recharged. It also assumes that all nodes 

transmit at the same fixed power levels and all nodes have the same initial energy. Its 

cost function does not make it the best choice of CHs. 
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Xin et al. have proposed an energy efficient clustering technique (EECT) [33] 

which uses the following equations to form its energy model: 

For short distance transmission (d <𝑑0), Energy (Data Transmission) = l𝑒0+ l휀𝑓𝑠
𝑑2,         

(2.3) 

For long distance transmission (d ≥ 𝑑0), Energy (Data Transmission) = l𝑒0+ l휀𝑚𝑝𝑑4,       

(2.4) 

For data receiving, Energy (Data Receiving) = l𝑒0,      (2.5)   

where 휀𝑓𝑠
  and 휀𝑚𝑝 represent, respectively, free space and multipath channel fading co-

efficient and 𝑒0 denotes the energy required for electronic circuitry and the data size is l 

bits. In the cluster initialization phase, the whole network area is divided into various 

virtual hexagons.  In Fig. 2.2, it is shown that six (B, C, D, E, F, G) neighbour nodes of 

a CH A forms a hexagon, where the distance between any two nodes is √3(𝑟 −  휀), and 

where 휀 → 0. The side of the hexagon is √3𝑟 and the area is 3√3𝑟2/2. Therefore, the 

minimum number of CH is ⌈(2 ×  Total Area of Sensor Network) / (3√3𝑟2) ⌉. In the CH 

selection, the distance between the nodes and the centre of a virtual hexagon is 

considered the key factor. The non-CH sensors join the hexagon or cluster with a centre 

most closely located to the non-CH node compared to other available hexagons. 

 

 

Fig. 2.2 Maximum cluster area 
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In their technique, nodes’ remaining energy level is not considered in the CH selection 

process. As a result, it is possible that a node with low remaining energy may become 

CH. In EECT, the CHs follow the single hop method to transmit packets to the base 

station. In other words, every CH directly transmits its data to the base station, but not 

via other CHs. The CHs that are located far from the base station spend more energy 

communicating with the base station. 

Lung & Zhou have proposed an alternative clustering technique, Distributed 

Hierarchical Agglomerative Clustering (DHAC) [34]. This technique assumes that each 

node knows its location. The authors argue that most clustering algorithms follow top 

down approach to form clusters. DHAC, in contrast, follows a bottom up approach to 

form clusters. The clustering process of DHAC is completed in the following steps: i) 

Obtain input data ii) Form a resemblance matrix iii) Execute the DHAC algorithm iv) 

Cut the hierarchical cluster tree v) Control the minimum cluster size and vi) Choose 

CHs. In Step 1 of this technique, the nodes gather both qualitative and quantitative 

information about its one hop neighbours by exchanging hello messages. Link quality is 

an example of qualitative data while distance between two nodes is an example of a 

quantitative data. In Step 2, based on the data collected from neighbours, each node 

forms a matrix called a resemblance matrix. In Step 3, nodes calculate the resemblance 

coefficients using the resemblance matrix prepared in Step 2. A node calculates 

resemblance coefficients for all of its neighbours and then figures out the minimum 

resemblance coefficient. For example, a node x has two neighbours y and z. Node x will 

calculate the resemblance coefficient for the pair x and y,  𝐶(𝑥,𝑦) and the resemblance 

coefficient for the pair x and z, 𝐶(𝑥,𝑧). If 𝐶(𝑥,𝑦) > 𝐶(𝑥,𝑧), node x sends a joining request to 

z, if the id of z is higher than that of x. However, if z rejects the request, x will not join 

with z. If the id of z is smaller than that of x, x does not send join request to z. Instead, x 

waits to get a request from other cluster or node. Thus, clusters are formed. There is a 

minimum defined cluster size until which the algorithm repeatedly merges two clusters 

and prepares a new resemblance matrix. The maximum size of a cluster is also 

controlled by a predefined threshold value. Finally, the CHs are chosen. The node with 

the smallest id among all the nodes of cluster is chosen as the CH. DHAC first forms 

the clusters and then chooses CHs on the basis of nodeid. However, in this technique, 
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node’s remaining energy and proximity are not considered in the CH selection process. 

Consequently, it increases the chance of node breakdown due to the lower remaining 

energy of CHs and the higher intra-cluster communication cost. 

 Heinzelman et al. [35] have proposed a location aware clustering technique 

called Centralized LEACH (LEACH-C). It is a modified version of LEACH will be 

discussed later in section 2.1.2.1. In this model, it is assumed that nodes are aware of 

their location and they inform the base station of their location and remaining energy. In 

LEACH-C, the whole network is divided into k number of partitions. The optimal 

number of partitions, k is analytically calculated by considering the energy consumption 

for both CHs and non-CHs using (2.3), (2.4) and (2.5). The base station calculates the 

average node energy, 𝐸𝑎𝑣𝑔 as follows: 

𝐸𝑎𝑣𝑔 =  ∑ 𝐸𝑖
𝑁
𝑖=1 ,           (2.6) 

where N is the total number of nodes in the network and 𝐸𝑖 is the current energy of node 

i. The nodes with an energy level falling below 𝐸𝑎𝑣𝑔, are excluded from the potential 

CH candidate list. From the rest of the nodes, the base station chooses the k number of 

CHs using a simulated annealing algorithm. According to Heinzelman et al. [35], “the 

simulated annealing algorithm tries to minimize the sum of square of distance between 

all non-CH nodes and their nearest CH”.  Thus LEACH-C tries to minimize intra cluster 

communication cost. However, as LEACH-C assumes that all nodes are uniformly 

distributed in the network and every node is capable of directly communicating with the 

base station, this may not be suitable for many cutting edge applications. In LEACH-C, 

every CH sends packets directly to the base station, but not via other CHs. Therefore, 

the CHs located far from the base station consume more transmission energy. To 

increase the reliability of a WSN, a number of techniques based on proxy CH have also 

been developed and are presented in the following section. 

2.1.2 Proxy-enabled Clustering Techniques 

CH nodes lose more energy than non-CH nodes. During network operations, 

CHs may die due to excessive energy loss, therefore, a strategy can be to choose to use 

a backup node of a CH beforehand, which in case of its failure does the job of that CH. 

In other words, there are backup nodes in the network that can provide a proxy of CHs, 
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if any CH node breaks down. This increases network reliability with the expense of 

extra computation overhead. Substantial research has been undertaken on this issue. In 

this section, we will present various proxy enabled clustering techniques. 

 Kim and Youn [36] proposed a proxy based clustering technique, the Proxy-

Enable Adaptive Clustering Hierarchy (PEACH). In PEACH, a node is selected that 

will act as a proxy of CH for one round of operation when the CH is low in remaining 

energy. The failure of CH, therefore, is handled by detecting weak CHs and choosing 

healthy nodes as a backup of CH. This reduces the overhead of reclustering. In the 

simulation results presented in [36], we can see that in terms of last node die PEACH 

does not increase the network lifetime over LEACH [35].  

 The authors of PEACH [36] have introduced an extended version of the LEACH 

[35] and PEACH algorithm, called Energy-Driven Adaptive Clustering Hierarchy  

(EDACH) [37]. The CHs are located far from the base station and lose more energy in 

communicating with the base station compared to the CHs located near the base station. 

Therefore, for the region far from the base station, the authors propose a greater number 

of small clusters, instead of fewer larger clusters. This strategy saves the CH nodes from 

losing more energy when communicating with a base station located further away. 

EDACH also employs proxy nodes, if CHs energy levels are very low. EDACH 

completes its one round of operation in two phases: i) the set-up phase, ii) the self-

organized data collection and transmission phase. In the set up phase, cluster formation 

and CH selection takes place. Each node picks up a random value in the range of [0,1]. 

If the value is less than a threshold value 𝑇, the node declares itself as a CH. The 

threshold value, 𝑇 is calculated from the following equation: 

𝑇 =
𝑃

1−𝑃×(𝑟 𝑚𝑜𝑑 
1

𝑃
)
,          (2.7) 

where 𝑃 is the portion of the nodes become cluster-heads and r denotes the number of 

current round. A node does not become CH, if it was chosen as a CH in the previous 
1

𝑃
 

rounds. Here we can see that the value of 𝑃 determines the cluster size and CH 

numbers. In choosing a backup node, each CH will check whether its current energy 

level falls below a threshold level 𝛿 or not. If its remaining energy falls below a 
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threshold value, the CH selects a proxy node. For the proxy node selection process, 

EDACH uses the same strategy presented in PEACH [36]. The threshold value, 𝛿 is 

calculated using the following equation: 

𝛿 =
1

𝑁
∑ 𝐸𝐶𝐻𝑥

𝑁
𝑥=1 ,            (2.8) 

where, N denotes the number of CHs and is calculated as follows: 

N = 
𝑛

𝑃
 ,            (2.9) 

where n is the total number of nodes and P is the portion of the nodes that become 

cluster-heads. 𝐸𝐶𝐻𝑥
 denotes the energy consumption of CH node x and can be calculated 

from (2.3). After the set up phase, the self-organized data collection and transmission 

phase starts. In this phase, the non-CH nodes transmit their data to CH or a proxy node. 

EDACH increases the number of CHs. The CH selection process is random. Therefore, 

a node may become CH when the remaining energy is low. Thus, CH breakdown may 

increase. The increased number of CH breakdowns may affect network lifetime, 

especially in terms of first node die. 

Li et al. developed a Cluster based protocol to support Reliable and Energy  

Efficient data delivery that is completely Distributed (CREED) [38]. CREED uses the 

following energy model for cluster formation. The energy spent by transceiver, 

𝐸(𝑡𝑟𝑎𝑛𝑠𝑐𝑒𝑖𝑣𝑒𝑟) is calculated as follows: 

𝐸(𝑡𝑟𝑎𝑛𝑠𝑐𝑒𝑖𝑣𝑒𝑟) =  𝛿 + 𝛼𝑑𝑛,                 (2.10) 

where 𝛿 is a distance-independent term which depends on local oscillators, 𝛼 is the 

amplifier factor and 𝑑 is the transmission distance. The value of 𝑛 can be either 2 or 4. 

For a short distance, the value of n will be 2, otherwise 4. The optimal value of 𝑑 is 

considered 37 meters. The whole network is divided into grids as shown in Fig. 2.3. As 

we can see from Fig. 2.3, the distance between two nodes cannot be greater than d. This 

is kept at a minimum level. In CREED, nodes of a cluster are no more than one hop far 

away from the CH. Nodes exchange messages to prepare a table which contains energy 

level of all nodes. Among all the nodes inside of a virtual grid or cluster, the node with 

the highest remaining energy declares itself as a CH. The node with the second highest 

remaining energy acts as the backup or proxy of the CH in case of CH breakdown. In 
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the initialization phase, the CH broadcasts a ‘declare message’ (DM) to declare itself as 

a CH. If any node does not get the DM from the CH, it generates an ‘inquiry message’ 

(IM) and waits for the reply. However, if the node does not get any reply, it sends a 

 

Fig. 2.3 Grids in the WSN 

 

 ‘reselecting message’ (RM) to the node with the second highest remaining energy or 

the sub-optimal node. If the sub-optimal node receives a RM but does not receive any 

DM before that, it declares itself as CH by a new DM. During the data transmission 

phase, a CH periodically broadcasts an ‘alive message’ (AM). Receiving AM, the rest 

of the nodes understand that the CH is still alive. When the CH is not alive, it is not able 

to send AM. In the absence of AM, the next highest remaining energy holder node 

becomes CH. CREED increases the total number of CHs in the network. It also incurs 

message overhead in the network. 

 Xin et al. presented their clustering technique, the Energy Efficient Hierarchical 

Clustering Algorithm (EEHCA) [39]. EEHCA assumes that all the nodes in the network 

are location aware. EEHCA partitions the whole network into several virtual circles. 

The circle radius is calculated in such a way so that the energy consumption of both CH 

and non-CH nodes become minimal. The base station knows the location of each and 

every node in the network. It calculates the distance between each node and the circle’s 

centre. The closest node to any circle centre is elected as primary CH and the second 

closest node to that circle centre is elected as a backup CH. Thus, the base station 
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prepares the set of primary and backup CHs. It sends messages to those respective 

nodes to inform them that they are primary and backup CHs. They then inform the rest 

of the nodes that they will perform as primary and backup CHs. Two or more nodes 

may be equally distant from a circle centre and that distance may be at a lowest distance 

than the distances between any other node and that circle centre. In that case, the 

EEHCA does not mention which node should be elected as primary CH and which node 

should become backup CH. If the primary CH’s remaining energy goes below 30% of 

its initial energy, it wakes up the backup CH and informs the rest of the nodes about the 

new CH. Once the primary CH wakes up the backup CH, it never takes over the role of 

a CH again. EEHCA does not consider a node’s remaining energy in a CH selection 

process. As a result, a node with low remaining energy may become a CH which 

decreases the network lifetime. 

 Misra and Mandal [40] have pointed out that the load of a CH can be distributed 

or balanced by efficiently rotating the role of cluster headship among nodes of a cluster. 

Rotating the CH needs message passing and some calculation to choose a new node as 

CH. This causes loss of time and energy in sensors. During this time and energy, no 

actual useful data is transmitted to the base station thereby reducing the reliability and 

lifetime of a WSN. To address this issue, the authors have proposed an efficient CH 

rotation technique. They presented the problem of CH rotation as a graphtheoratic 

problem of domatic partitioning [41]. Let graph G(V, E) be the whole WSN, where V  

is the set of all vertices or nodes and E is the set edges. Let S be the set of CHs. 

Therefore, S is a subset of V with V being the dominating set. The authors 

demonstrated that the lifetime of the CHs can be increased by figuring out a large 

number of CHs or disjoint dominating sets. Finding a maximum number of disjoint 

dominating sets is called domatic partitioning. Using clique packing and ranking, the 

domatic partition is solved. Click packing partitions the network into cliques where the 

Clique Head is the CH. After finding the cliques, ranking is used. Ranking is the 

ordering of cliques. Thus, the order of CH rotation is prepared. 

 So far in this discussion, the clustering schemes we have presented have not 

addressed renewable energy harvesting techniques. However, there are many sensors 

currently available on the market equipped with the energy harvesting capability from 

renewable energy sources [26-28]. Renewable energy sources that are being harvested 
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today and suitable for wireless sensors include solar, mechanical, and thermal [24, 25]. 

Solar cells made of semiconductor material (i.e., silicon) combined with other material 

(i.e., doping) have a lot of extra electrons at one end and holes (i.e., missing electrons) 

at the other end. When hit by sunlight (i.e., photon), these extra elections flow to the 

missing electrons and electricity is produced. Sunlight is not always available or 

uncontrollable; however, it is predictable from daily and seasonal pattern [24]. 

Mechanical energy can also be harvested into electrical energy. For example, a 

piezoelectric material also called piezoelectric (i.e., ceramic crystal) produces electric 

fields when its shape is changed due to applied mechanical load such as pressure, 

vibration, movement, motion etc. This electric energy can be stored in a super capacitor. 

Thus, using piezoelectric patches and super capacitors mechanical energy is harvested 

in wireless sensors [25]. Thermal energy can also be used in electricity production and 

in wireless sensors. Two different metals, described as thermocouples, produce voltage 

if the two junctions are held at different temperatures called as Seebeck effect. Based on 

this principle, a wireless sensor equipped with a thermo-electric module can harvest 

electrical energy from a difference in temperature or by thermal energy. Wireless 

sensors can also harvest energy from human body movement, body heat, blood 

pressure, and breath [42-45]. Since, collecting energy from renewable energy sources 

costs nothing, sensors that can harvest energy from renewable energy sources have 

numerous usages in building and industrial automation and in medical science. The 

following section presents the energy harvesting and location aware clustering schemes. 

2.1.3 Energy Harvesting Aware Clustering Techniques 

 Voigt et al. introduced a solar aware clustering technique, the sLEACH [46]. 

sLEACH is a modified version of centralized LEACH [35] discussed previously in 

section 2.1.1. The base station assigns an energy value to each sensor of the network on 

the basis of its remaining energy level. From that energy value of a node, value e/2 is 

deducted if the node is solar enable. Otherwise, value e is deducted from the energy 

level. e is the assumed energy consumption of a node in each round. The authors 

assumed that as long as sun is available, a solar enabled node gains the same amount of 

energy as it loses. The authors also assumed that for half of the operation time the solar 

enabled node receives sunlight. Therefore, e/2 is deducted from the energy value of a 
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solar enabled node. The first k+3 nodes in terms of higher energy value are selected as 

potential CHs. From these k+3 potential CHs, the final k CHs are chosen in three steps. 

In step 1, from these k+3 potential CH nodes, the node that is not solar enabled and has 

the minimum sum of distance to other potential CH nodes is excluded from the list. For 

example, in Fig. 2.4, x, y and z are three potential CHs. Distances between x and y, y 

and z, z and x are 4, 5 and 3 meters, respectively. Therefore, the sum of distance from x 

to other potential CHs is 7 meters (i.e., 4+3) which is less than that of y and z.  

 

 

  
Fig. 2.4 Distances among potential CHs 

 

However, if all those k+3 potential CH nodes are solar enabled, then the node with the 

minimum sum of distance to other potential CH nodes is excluded from the list. In step 

2, one of the two potential CHs is excluded when the distance is shorter compared to the 

distance of any two potential CHs. Between the two nodes that have a minimum 

distance, if one is found to be solar enabled and the other one is not, the node that is not 

solar enabled is excluded. For example, in Fig, 2.4, the distance between x and z (i.e., 3 

meters) is shorter compare to the distances of x and y (i.e., 4 meters), y and z (i.e., 5 

meters). However, in cases of either the nodes being solar enabled or not being solar 

enabled, a check is made as to whether any one of the nodes is located close to the 

border of the sensor network area. If so, the node gets excluded from the list. Otherwise, 

the node closer to the centre of the sensor network area is excluded from the potential 

CH list. In step 3, from the remaining k+1 potential CH nodes, the node with the 

maximum sum of square of distances from its non-CH members is excluded. sLEACH 
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makes heuristic assumptions on energy deduction. Like LEACH-C, sLEACH assumes 

that every CH will directly communicate with the base station, not via other CHs. Thus, 

the CHs located far from the base station lose more energy when communicating with 

the base station. 

 In review, we have articulated location aware clustering schemes. Since wireless 

sensors are tiny and very cheap, they usually are not equipped with the location 

supported technology. In the following section, we will describe the state-of-art of 

location unaware clustering techniques. 

2.2 Location Unaware Clustering Techniques 

 Location aware sensors have GPS facilities, whereas location unaware sensors 

do not have GPS facilities. The manufacturing costs of sensors without GPS facilities 

are less than the sensors with GPS facilities. Therefore, location aware sensors are not a 

good choice for a widespread WSN where a large number of sensors are required and 

cost is an issue. Location unaware clustering techniques can be classified into two 

groups: i) Energy harvesting unaware and ii) Energy harvesting aware clustering 

techniques. 

2.2.1 Energy Harvesting Unaware Clustering Techniques 

 We know that modern wireless sensors can harvest energy from renewable 

energy sources. However, energy harvesting unaware clustering protocols do not 

consider the energy gain capabilities or energy harvesting capabilities of wireless 

sensors. In the following section, we present clustering algorithms that are energy 

harvesting unaware. 

 Low Energy Adaptive Clustering Hierarchy (LEACH) proposed by Heinzelman 

et al. [35] is the pioneering technique that introduced clustering techniques for WSNs. 

The authors observed that the data sensed by sensors in a widely spread WSN are 

highly correlated. Therefore, even if data aggregation is applied, it is still possible for 

the base station to acquire effective data from the network. The authors then 

demonstrated that the whole network can be organized into multiple groups or clusters. 

Each cluster is comprised of multiple sensors. Sensors of a cluster send their packets to 

one particular sensor of that cluster, namely CH. A CH aggregates the packets received 
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from other members into one single packet and transmits the aggregated packet to the 

base station. There are two phases in each round: i) setup phase and ii) steady state 

phase. In the setup phase, cluster formation and CH selection takes place. In the steady 

state phase, data transmission takes place. The timeline of LEACH operation is shown 

in Fig. 2.5. To save the CHs from breakdown, LEACH proposes its CH selection 

strategy. A node does not become CH, if it was chosen as a CH in previous  𝑟 mod 
𝑁

𝑘
 

rounds, where 𝑘 denotes the number of CHs, 𝑁 is the total number of nodes and 𝑟 

denotes the current round number. Otherwise, each node picks up a random value in the 

range of [0,1]. If its calculated probability to become CH, 𝑃(𝑡) is less than the random 

value, it declares itself as a CH. The probability to become CH, 𝑃(𝑡) is calculated using 

the following equation: 

𝑃(𝑡) =
𝑘

𝑁 − 𝑘 × (𝑟 mod 
1

𝑘
)
,                  (2.11) 

where 𝑘 is the number of clusters, 𝑁 is the total number of sensors in the network and 𝑟 

denotes the number of current round. Therefore, we can see that every node knows the 

value of 𝑁, 𝑘 and 𝑟. LEACH has assumed the size of the network is M  × 𝑀 and 𝑁 

nodes are uniformly distributed across the network. Considering energy consumption 

 

 

Fig. 2.5 Timeline of LEACH operation 

 

for both of CHs and non-CHs from (2.3), (2.4) and (2.5), the authors have analytically 

calculated the optimum number of clusters, 𝑘. A node may become a CH, even if its 
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energy level is low. It assumes that all nodes are uniformly distributed in the network 

and every node is capable of directly communicating with the base station, which may 

not be possible in most cases. In LEACH, every CH sends packets directly to the base 

station (i.e., single hop clustering technique). Therefore, the CHs that are located far 

from the base station lose more energy. Moreover, in the CH selection process, the 

distance between CH and other member non-CH nodes is not considered. Therefore, the 

intra-cluster communication cost may not be at a minimum level. As a result, non-CH 

nodes may lose more energy in communicating with CH nodes. 

 Xiong et al. [47] have proposed an improved version of the LEACH clustering 

scheme [35]. LEACH randomly rotates the cluster-headship among nodes of a cluster. 

A node’s current energy is not considered in the CH selection process. As a result, a CH 

with a low remaining or residual energy may die out quickly. The authors therefore 

suggested a consideration of the remaining energy of a node in the CH selection 

process. Every node 𝑖 calculates a threshold 𝑇(𝑖) using the following way: 

If a node 𝑖 has become CH in the last 
1

𝑘
 round, then 𝑇(𝑖)  =  0. Otherwise,  

𝑇(𝑖)  =  
𝑘

1 − 𝑘 × (𝑟 𝑚𝑜𝑑 
1

𝑘
)
  ×  

1

√𝛾
 ,                  (2.12) 

where 𝑘 is the desired percentage of CHs, 𝑟 denotes the number of current round. For a 

node 𝑖, 𝛾 is calculated from the following equation: 

𝛾 = 𝐸𝐼𝑖
/𝐸𝑅𝑖

,                    (2.13) 

where 𝐸𝐼𝑖
 and 𝐸𝑅𝑖

 denotes the initial and remaining energy of node 𝑖 respectively. 

Similar to LEACH, every node 𝑖 picks up a random value in the range of [0,1]. If the 

random value is less than its calculated threshold 𝑇(𝑖), it declares itself as a CH. A non-

CH node joins with a CH on the basis of the received signal strength. In other words, a 

non-CH node joins with the CH with minimum communication costs. To save CH 

nodes from a breakdown, the role of CH is changed. Unlike LEACH, the non-CH nodes 

do not transmit packets to CH and the CH node is not responsible for transmitting 

aggregated packets to the base station. Instead, CH assigns a time slot to every member 

non-CH node acting as an active node. In a particular time slot, other non-CHs and the 

CH transmit packets to the active node of that slot. The active node aggregates packets 

and transmits aggregated packets to the base station. Thus, the load of CH is balanced. 
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This proposed method assumes that every node is able to communicate directly with the 

base station. As a result, inter-cluster communication cost becomes very high. Intra-

cluster communication cost is not considered in the selection of active nodes which 

shortens the network lifespan. 

Jang et al. [48] also presented a clustering scheme that is a modification of 

LEACH [35]. Instead of randomly selecting a CH, the authors proposed the selection of 

CHs on the basis of calculating the ratio between a node’s remaining energy and its 

initial energy. Thus the nodes with high residual energy are more likely to become CH. 

If multiple candidate CHs are found to join with, a non-CH calculates the value of a 

function, defined as:  

𝐶(i) = 𝐸𝑅(i) + 𝑆(i),                    (2.14) 

where 𝐶(i) is the strength of the CH i, 𝐸𝑅(i) and 𝑆(i) denotes the remaining energy and 

received signal strength of CH i, respectively. The non-CH joins with the CH which has 

the maximum strength. In other words, a non-CH joins with a CH that is located nearer 

to it and has a higher remaining energy. The proposed method assumed that every node 

is capable of communicating directly to the base station. This assumption may not be 

practically feasible for a large WSN. The authors have also assumed that every node is 

identical in terms of initial energy. If nodes are not homogeneous from the perspective 

of initial energy, then a node that has a very low initial energy may become CH. A CH 

with very low initial energy breaks down quickly.  

Zahmati et al.[49] developed an energy efficient protocol which follows the 

clustering technique and is called the Energy Efficient Protocol with Static Clustering 

(EEPSC) [20].  EEPSC assumes that nodes are immobile. Each node can vary its 

transmission power level. EEPSC completes clustering in three phases: i) the setup 

phase ii) the responsible node selection phase and iii) the steady state phase. In the setup 

phase the clusters are formed. The base station transmits total k-1 messages, where 𝑘 is 

the number of clusters and is priori determined. The base station first broadcasts its first 

message (i.e. 𝑘 = 1). The nodes which receive this first broadcast message decide that 

they belong to Cluster 1 and let the base station know that they belong to Cluster 1 by 

sending their ids through a joint request message to the base station. The base station 

then broadcasts the second message. The nodes that hear this second broadcast message 
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set their cluster id to two and acknowledge the base station by transmitting a joint 

request message to the base station. Similarly, all clusters up to 𝑘 -1 are formed by 𝑘 -1 

broadcast messages generated by the base station. The remaining nodes which have not 

joined to any cluster yet, set their cluster id as 𝑘 and make the base station aware of 

their cluster id by transmitting a joint request message to the base station. Thus, the total 

𝑘 number of clusters is formed. The base station randomly assigns one node from each 

cluster as temporary CH. Then, the base station informs other nodes of that cluster using 

their respective temporary CH. The next phase is the responsible node selection phase. 

In this phase, the temporary CH selects the CH. The node with the highest remaining 

energy is elected as CH. After a particular period of time, a CH transmits a round-start 

packet that contains the id of potential CH for the next round. After the election of CH, 

CH allocates time slots for its member non CH nodes. In the steady state phase, the non-

CH nodes send frames to the CH. The selection of a CH considering the highest 

remaining energy indicates that intra cluster communication cost is not considered 

during cluster formation. 

Lindsey and Raghavendra introduced a routing protocol for location aware 

wireless sensors namely, Power-Efficient Gathering in Sensor Information Systems 

(PEGASIS) [50]. The experimental results showed that PEGASIS performs better than 

LEACH from the perspective of network lifetime. In LEACH, multiple CHs transmit 

data packets to the base station and, thus, lose more energy. In PEGASIS, instead of 

multiple CHs at one time, there is only one node in charge to transmit packets to the 

base station. In other words, different nodes are in charge at different cycles. Either 

nodes or the base station form a chain as to how data packets are to be fused from one 

node to another node and, in turn, how they are to be transmitted to the in charge node. 

The in charge node transmits the data to the base station. A greedy approach is followed 

to generate the chain. In Fig. 2.6, we can see that Sensor 1, S1 transmits its data to 

Sensor 2, S2. Sensor 0, S0 is the in charge node whose role is to transmit data to the 

base station. Sensor 2, S2 receives the packet from S1 and fuses the data with its own 

data. This, then, transmits the packet to in charge node S0. Then token is passed to  
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Fig. 2.6. Data transmission chain in PEGASIS 

 

sensor 3, S3. S3 transmits its packet to sensor 4, S4. S4 fuses the packet received from 

S3 with its own packet and transmits a single packet to in charge node S0. S0 fuses the 

packets received from S2 and S4, along with its own packet and then transmits one 

single packet to the base station. The role of in-chargeship is changed in every cycle. 

Since S3 cannot start a transmission before receiving the token from S0, the data 

transmission rate is slow. Every node, except the end points such as S1 and S3, fuses 

data. The transmitted packet size may keep increasing from one node to another node. 

From (2.3), (2.4) and (2.5), we can see that energy consumption increases because of an 

increased packet size in every node. In addition, rotation of in-charge role drifts away 

an in-charge node from the base station. This yields more energy consumption and the 

in-charge nodes breakdown. 

 Yu et al. proposed a new routing protocol called the Energy-Efficient 

Distributed Multi-Level Clustering Algorithm (EEDMC) [51]. Every sensor maintains a 

table of remaining energy of its neighbours. Every sensor i calculates the average 

residual energy of its neighbour nodes, 𝐸𝑎𝑖
  as follows: 

𝐸𝑎𝑖
= ∑ (𝐸𝑗) 𝑚

𝑗=1 /𝑚,                   (2.15)  
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where 𝐸𝑗 denotes the energy of its neighbour node, 𝑚 is the total number of neighbours 

of node i. Then the sensor node i calculates its CH declaration message timer 𝑡𝑖 as 

follows: 

𝑡𝑖 = 𝜎 × 𝑇 × [1 − 𝐸𝑎𝑖
],                              (2.16)  

where 𝜎 ∈ [0.95,1] and 𝑇 is predefined as the maximum time of a competing CH. Every 

node i waits until its CH declaration message time 𝑡𝑖. If any CH declaration message 

from its neighbours is not heard within time 𝑡𝑖 , the node declares itself as a CH and 

broadcasts a CH declaration message. Otherwise, if the node hears one or more CH 

declaration messages from its neighbour(s) within time 𝑡𝑖, the node joins with the CH 

which has the least cost. The cost is calculated using the following equation: 

𝑐𝑜𝑠𝑡(𝑖, 𝑗) =  ∅ × 𝑑(𝑗, 𝑖) + (1 − ∅) × 𝑑(𝑖, 𝐵𝑆),               (2.17)  

where 𝑐𝑜𝑠𝑡(𝑖, 𝑗) denotes the cost of node 𝑗 joining the CH node 𝑖, ∅ is an adjusting 

parameter, 𝑑(𝑗, 𝑖) denotes the distance between node 𝑗 and the CH candidate 𝑖, 𝑑(𝑖, 𝐵𝑆) 

denotes the distance between the CH candidate 𝑖 and the base station. EEDMC is a 

multi-hop clustering, where CHs generate a chain following greedy approach like 

PEGASIS [50]. The chain starts from the CH that is located furthest from the base 

station. Similar to PEGASIS, there is only one in charge CH which transmits the packet 

to the base station. This in-chargeship rotates among CHs. Every CH passes its packet 

to another CH following that chain. The receiving CH fuses the received packets with 

its own packet and transfers the new packet to another CH that is next on the chain. 

Eventually the packet arrives to the in charge CH. The in-charge CH fuses the received 

packet with its own packet and transmits one single packet to the base station. The 

authors do not mention how a node knows its distance in relation to other nodes or to 

the base station.  From (2.17), we can see that a non-CH chooses to join with a CH 

considering the distance from that CH to the base station, which enforces to select CHs 

that are close to the base station. This may increase intra-cluster communication cost.  

Most importantly, instead of a node’s own residual energy, its neighbours’ energy helps 

a node to become CH. As a result, a node with low residual energy may become CH if 

its neighbours remaining energy is high. Due to an increased intra-cluster 

communication cost and low residual energy of CHs, the network lifetime decreases. 
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 Younis and Fahmi [29] introduced a Hybrid, Energy-Efficient, Distributed 

(HEED) clustering algorithm for location unaware wireless sensors that is very well 

accepted. HEED ensures that CHs are well distributed and the clustering process 

terminates in 𝑂(1) iterations. If the power level is not fixed for intra-cluster 

communication, a node calculates its cost; the calculation is called Average Minimum 

Reachability Power (𝐴𝑀𝑅𝑃) and derived from the following equation:  

𝐴𝑀𝑅𝑃 =
1

𝑁
× ∑ 𝐸𝑖

𝑁
𝑖=1 ,                   (2.18) 

where 𝑁 is the number of neighbour nodes and 𝐸𝑖 denotes the minimum energy required 

for neighbour node 𝑖 to communicate with the node by calculating its 𝐴𝑀𝑅𝑃. In other 

words, 𝐴𝑀𝑅𝑃 of a node denotes the average energy required for neighbours of a node 

to communicate with it. Furthermore, if the power level is fixed for intra-cluster 

communication, the cost can be either the number of neighbour nodes or 

1

number of neighbour nodes
. If a dense cluster is desired, then 

1

number of neighbour nodes
 is 

chosen as the cost. Otherwise, the number of neighbour nodes is considered as the cost. 

Every node i calculates its CH probability, 𝐶𝐻𝑝𝑟𝑜𝑏 from the following equation: 

𝐶𝐻𝑝𝑟𝑜𝑏 =  𝑀𝑎𝑥{(𝐶𝑝𝑟𝑜𝑏 × 
𝐸𝑟

𝐸𝑚𝑎𝑥
), 𝑝𝑚𝑖𝑛},               (2.19)     

where value of 𝐶𝑝𝑟𝑜𝑏 is 5% of total number of nodes in the network, 𝑝𝑚𝑖𝑛 is a low 

threshold value 10−4 and is used to inhibit 𝐶𝐻𝑝𝑟𝑜𝑏 from falling below this threshold, 𝐸𝑟 

denotes the remaining energy and 𝐸𝑚𝑎𝑥 denotes the maximum initial energy 

(corresponding to a fully charged battery) of sensor 𝑖, which is identical for all nodes. A 

node keeps increasing its 𝐶𝐻𝑝𝑟𝑜𝑏 value by a constant factor 2 until its 𝐶𝐻𝑝𝑟𝑜𝑏 value 

becomes 1. After 𝐶𝐻𝑝𝑟𝑜𝑏 becomes 1, the node checks if its cost value is lower than that 

of its neighbour CHs. If so, the node declares itself as a CH. Otherwise, the node checks 

if it can join one of its neighbours which have declared themselves as CHs. If no 

neighbour(s) are found which have declared themselves as CHs, the node declares itself 

as a CH. However, if one or more neighbour CHs are found, the node joins the CH 

having the least primary cost. HEED is developed for homogeneous sensor nodes (i.e., 

𝐸𝑚𝑎𝑥 is the same for all). It elects a node as a CH on the basis of the ratio of its 

remaining energy to its initial energy. However, in a heterogeneous network where the 



51 
 

initial energy is not same for all nodes, the low initial energy of a node will increase this 

ratio. Consequently, a node may become CH because its current remaining energy 

compared to its initial is substantial, even though its initial energy is vey low. A node 

can not have more remaining energy than its initial energy. The CHs with very low 

inital energy will die out quickly. 

 Huang et al. [52] proposed a clustering algorithm that is an extension of HEED 

[29]. Similar to HEED, every node calculates a cost that can be either the number of 

neighbour nodes or 
1

number of neighbour nodes
. If a dense cluster is desired, cost is 

1

number of neighbour nodes
. Otherwise, the cost is the number of the neighbour nodes. The 

nodes that are the least cost are elected as core nodes and the rest of the nodes are called 

non-core nodes. The core nodes then execute the HEED algorithm [29] which produces 

some CHs. Both of the non-core nodes and the core nodes that are not elected as CHs 

check if they can find any neighbour CH to join with. If one or more neighbour CHs can 

be found, the nodes join with the CH having the least cost. Otherwise, the nodes declare 

themselves as CHs. Instead of all nodes, the proposed algorithm selects only potential 

nodes to participate in the CH election process. Simulation results show that extended 

HEED produces fewer CHs than the original HEED. However, fewer CHs may lead to 

greater intra-cluster communication costs and the network lifetime will consequently 

decrease.  

 Shang introduced a clustering algorithm, the Single-Hop Active Clustering 

Algorithm (SHAC) [53]. In it, the base station broadcasts a hello message. From the 

received signal strength of that hello message, every node figures out its distance from 

the base station and adjusts its transmission power level, so that it can communicate 

directly with the base station. Every node picks up a random value in the range of [0,1]. 

If the random value is less than a node i’s calculated threshold 𝑇(𝑖), the node is selected 

as a tentative CH. If a node i has become CH in the last 
1

𝑘
 round, then T(i) = 0. 

Otherwise, the threshold 𝑇(𝑖) is calculated as, 

𝑇(𝑖) =
𝑘

1 − 𝑘 × (𝑟 mod 
1

𝑘
)
 × 𝐸,                  (2.20) 
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where 𝑘 is the desired percentage of CHs, 𝑟 denotes the number of current round and 𝐸 

is an energy function. For a node 𝑖, Energy function 𝐸 is calculated as follows: 

𝐸 = 𝐸𝑟𝑒𝑚𝑖
/𝐸𝑎𝑣𝑔𝑖

(𝑟)                 (2.21) 

where 𝐸𝑟𝑒𝑚𝑖
 denotes the current remaining energy and 𝐸𝑎𝑣𝑔𝑖

 denotes the average energy 

of node 𝑖 at round 𝑟. The tentative CHs broadcast messages that contain distances of 

those tentative CHs from the base station and the residual energy of those tentative 

CHs. Each non-CH nodes then calculates the cost from the following equation: 

𝑓(𝑖, 𝑗) = 𝑤 ×
𝑐 (𝑖,𝐶𝐻𝑗)

𝐸𝑖
+ (1 − 𝑤) ×

𝑔 ( 𝐶𝐻𝑗,𝐵𝑆)

𝐸𝐶𝐻𝑗

,              (2.22) 

where 𝑓(𝑖, 𝑗) is the cost function for node 𝑖 to join with tentative CH 𝑗, 𝐸𝑖 denotes the 

current energy of node 𝑖 and 𝐸𝐶𝐻𝑗
 denotes the current energy of tentative CH 𝑗. The 

value of 𝑐 (𝑖, 𝐶𝐻𝑗) depends upon the distance between the node 𝑖 and the tentative CH 

𝑗. The value of 𝑔 (𝐶𝐻𝑗, 𝐵𝑆) depends upon the distance between the Base Station and the 

tentative CH 𝑗. A non-CH node choses the tentative CH with a minimum cost and 

acknowledges the respective tentative CH. Each tentative CH then broadcasts messages 

to other tentative CHs with the information of number of non-CH nodes interested in 

joining with it. Thus, every tentative CH knows the number of non-CHs interested in 

joining other tentative CHs. The tentative CHs with a maximum number of interested 

non-CHs declare themselves as final CHs. The proposed algorithm has a message 

overhead and takes a relatively longer time to select the CHs. Besides, the algorithm 

assumes that every node is able to communicate directly to the base station, which may 

not be feasible in many cases; likewise, the inter cluster communication cost may be a 

substantial amount. 

 Kumar et al. has proposed an energy efficient heterogeneous clustering scheme 

for WSN, the Energy Efficient Heterogeneous Clustering scheme (EEHC) [54]. The 

proposed model assumes that there will be some nodes in the network that have a higher 

initial energy than the others. From the perspective of the initial energy, the network is 

not homogeneous. As the initial energy of the nodes is not identical across the network, 

the proposed clustering scheme, therefore, is named as a heterogeneous clustering 

scheme. The authors state that the heterogeneous nodes in the network may contribute 

to increasing a network’s lifetime. In the proposed model, m nodes of total n nodes of 

the network have a higher energy. 𝑚0 percent nodes of these m nodes, have β times 



53 
 

more energy than the normal nodes. These β times higher initial energy holder nodes 

are called super nodes. The rest of (100 - 𝑚0) percent nodes of m nodes have α times 

more energy than the normal nodes. These α times higher initial energy holder nodes 

are called advanced nodes. These super nodes and advanced nodes are uniformly 

distributed in the network. In the CH selection process more weight is given to the 

nodes that have a higher residual energy. As a result, super nodes and advanced nodes 

are more likely to become CH. Super nodes and advanced nodes have more energy. If 

they are elected as CH, the network lifetime increases. The proposed clustering scheme 

does not consider a non-uniform distribution of nodes across the network. Besides, the 

clustering scheme proposes single hop clustering which may not be feasible in many 

real world applications and have inter cluster communication costs which increase 

significantly. 

 Liu and Lin [55] have proposed a re-clustering method to prolong a network’s 

lifetime. At the beginning of a process, any clustering method can be applied to initial 

CH selections. Non-CH nodes send a packet to their respective CHs informing them of 

their residual energy. Thus, CHs are aware of the residual energy of their member non-

CH sensors. At the time of re-clustering, the current CH sends a request to become the 

new CH to the member non-CH that have the highest residual energy. Through the 

requesting packet the CH also provides the information on the non-CH node’s residual 

energy. The requested non-CH checks if the residual energy mentioned in the 

requesting packet actually matches the current residual energy. If the two levels of 

residual energy are found to be identical, then the requested node replies to the current 

CH and declares itself as the CH through a broadcast message. However, if the residual 

energy mentioned in the packet does not match the actual residual energy of the 

respective node, the requested non-CH does not reply to the CH. After sending the 

request packet, the CH starts a timer. If no reply is received before the time out, then the 

CH makes a request to become CH to another non-CH node that has the second highest 

residual energy. It may happen that the requested node replies to the CH, but the reply 

packet was dropped in the middle or arrived late to the CH. It may also be the case that 

due to noise in the channel, the request packet generated by the CH did not arrive at the 

respective node. Since the CH selection process does not consider the proximity of its 
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member nodes, intra cluster communication costs have not been taken into 

consideration. 

 Ishmanov et al. [56] have asserted that energy consumption balancing is very 

important to increase network lifetime. Energy consumption balancing means making 

the average energy spending equal to all sensors of the network. In clustering, the load 

is higher for CHs than non-CH nodes. As a result, CHs lose more energy with time and 

die out quicker than non-CH sensors. Therefore, it is highly important to balance energy 

consumption in cluster based routing schemes. Yu et al. [57] introduced an energy 

efficient multi-hop cluster based routing scheme (EEMR) for WSNs. The proposed 

method enables energy consumption balancing by making the cluster size near the base 

station smaller. In multi-hop clustering, the CHs located far from the base station 

transmit their packets to the base station via other CHs that are located closer to the base 

station. The CHs located closer to the base station have to transmit their own packets as 

well as packets received from other CHs located further from the base station. To 

balance the load, therefore, the authors propose keeping fewer member non-CH sensors 

in a cluster located nearer to the base station than other clusters located further from the 

base station. As a result, the nearer located CHs lose less energy in communicating with 

fewer member non-CH nodes. However, they still have to keep their receiving radios 

active for a longer time to receive packets from either member non-CH nodes or other 

CHs located further away. As long as the receiving radio is active, a node loses energy.  

 Kavitha and Viswanatha [58] proposed a cluster based routing protocol, the 

Hybrid Reliable Routing technique (HRR) for location unaware WSN. Every sensor 

calculates a threshold from the following equation: 

𝑓 = [𝑒−𝑘1(
𝑇

𝐶𝐸
) − 𝑘2] × 𝐷,                  (2.23) 

where 𝐶 denotes the desired iterations, 𝐸 is the expected energy to be spent, 𝑇 is the 

time passed since the protocol began, 𝐷 represents the estimated average number of 

neighbors, 𝑘1 and 𝑘2 are constants. 𝑓 is an exponentially decreasing function. If a 

node’s residual energy is higher than the calculated value of 𝑓, the node declares itself 

as a CH. A non-CH node may hear from more than one CHs. The non-CH node then 

joins with the CH that costs minimum energy to communicate with. For reliability, at 

the end of the CH election phase, each CH checks if it has sufficient energy for the next 

round. If any CH does not has sufficient energy for the next round, then cluster 
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headship is transferred to another node that has a higher residual energy. This increases 

the reliability of the HRR. In the CH selection process, the intra-cluster communication 

cost is not considered.  

 Hashmi et al. [59] have stated that when a CH dies in the middle of an operation 

round, the packets sent to that CH by its member non-CHs and other CHs are lost. New 

CHs are selected only in the next clustering phase, which is also called the re-clustering 

phase. No new CH is selected until the next re-clustering phase. A whole cluster region 

as well as other clusters may get disconnected from the base station if a CH dies. If the 

data is very time critical, the network may fail to capture important events that have 

occurred in that particular region. To increase the reliability of the network, the authors 

suggest the creation of backup CHs if the current CH is expected to die before the next 

rotation. In other words, a backup CH will act as CH if the current CH’s energy level 

drops below a certain threshold value. When a CH gets close to the depletion point, it 

sends an SOS signal to the backup CH. After receiving the signal from the CH, the 

backup CH takes over the responsibility of becoming the CH. The node with the highest 

residual energy acts as a backup CH. For a particular time, the backup CH node keeps 

its receiving radio in an active state, so that it does not miss the signal of current CH. 

The proposed method uses LEACH-C [35] for the CH selection. The intra-cluster 

communication cost is not considered in CH or in backup CH selection. As a result, 

intra cluster communication costs may increase. The proposed method is developed on 

the assumption that every node is capable of directly communicating with the base 

station. The CHs and backup CHs have to communicate directly with the base station. 

Thus, inter cluster communication costs become higher. 

  Chen et al. stated that efficient data transmission is very important in saving the 

energy of wireless sensors and in increasing the lifetime of a WSN [60]. The authors 

present an efficient scheduling algorithm with polynomial complexity for intra cluster 

communication. The proposed scheduling model uses multiple rate code division 

multiple access (CDMA) instead of time division multiple access (TDMA). The 

numerical results showed that the proposed method saves a sensor’s energy with respect 

to the Time Division Multiple Access (TDMA). However, this multiple rate CDMA is 

developed on the basis of single-hop communication (i.e., each CH directly 

communicates with the base station, but not via other CHs) and will not work for multi-
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hop communication. Therefore, due to an increased inter-cluster communication cost, 

the network lifetime is diminished. 

Saranya et al. [61] developed a cluster based routing protocol for a WSN where 

sensors have mobility. Designing a routing protocol for a dynamic WSN that minimizes 

data propagation delay from sensors to a base station is very challenging. While 

flooding minimizes end-to-end delay, it has significant disadvantages. In flooding, the 

routing table increases and network energy consumption is high; therefore, the authors 

proposed a cluster based routing protocol. A cluster is formed with nodes that have a 

similar mobility pattern. Every node maintains a cluster id, contact probability, and 

timestamp in the routing table. From each cluster, two gateway nodes located at two 

opposite ends are chosen on the basis of a low contact probability. Data is then 

transmitted from cluster to the base station via these gateway nodes. Thus the end-to-

end delay is minimized for a dynamic WSN. Gateway nodes are located at two opposite 

ends that increase the intra-cluster communication cost. Besides, the remaining energy 

of a node is not considered in the gateway selection process. Because of these reasons, a 

node breakdown will be increased. 

 Krishnan and Starobinski have raised the issue that minimizing message 

overhead is an important attribute for cluster based routing protocols [62]. The authors, 

as a result, introduced a clustering scheme for location unaware wireless sensors that 

have very low message complexity. The authors presented two algorithms to form 

clusters, namely Rapid and Persistent. For both Rapid and Persistent algorithms, every 

sensor is aware of their neighbours. To limit the cluster size, every CH or initiator is 

assigned a budget. An initiator sends a joining request to its neighbours. The budget 

point is then deducted from the initiator which sent the request. An initiator cannot send 

a joining request to other nodes if it does not have a required budget point. Thus, the 

cluster size as well as the message overhead is controlled. On the one hand, a Rapid 

algorithm uses less messages than a Persistent algorithm. Nevertheless, in a worst case 

scenario, a Rapid algorithm produces the very smallest sized clusters which may lead to 

inefficient routing. On the other hand, a Persistent algorithm significantly improves the 

problem of a rapid algorithm with the expense of more messages. However, none of 

these clustering algorithms consider the minimization of intra-cluster and inter-cluster 

communication costs. 
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 As mentioned previously, energy harvesting unaware clustering techniques do 

not consider the energy harvesting capability of wireless sensors. However, energy 

harvesting aware clustering techniques do consider the energy harvesting capability of 

wireless sensors in the clustering process. The aim of the incorporation of energy 

harvesting feature in the clustering technique is to prolong the lifetime of CH as well as 

non-CH. Various energy harvesting techniques for wireless sensors and the applications 

of these energy harvesting capable sensors were discussed in section 2.1.2. In the 

following section, we will present contemporary energy harvesting aware clustering 

schemes presented in the literature. 

2.2.2 Energy Harvesting Aware Clustering Techniques 

  Voigt et al. introduced a solar aware clustering technique, the sdLEACH [46], 

for location unaware wireless sensors. sdLEACH is a modified version of  the LEACH 

[35] technique discussed previously in Section 2.2.1. According to LEACH, a node 

cannot become CH if it was elected as CH in the last previous (𝑟 mod 
𝑁

𝑘
) rounds, where 

𝑘 denotes the number of CHs, 𝑁 is total number of nodes and 𝑟 denotes the current 

round number. In sdLEACH a solar enabled node may become CH even if it was 

elected as CH in the last (𝑟 mod 
𝑁

𝑘
) rounds. A node’s current energy level and intra-

cluster communication costs are not considered in the CH selection process. Therefore, 

it may happen that a solar enabled node is elected as CH, but is located closer to the 

border of a cluster. Then other member non-CHs lose more energy in communicating 

with it. Like LEACH, sdLEACH assumes that every CH directly communicates with 

the base station, not via other CHs. The CHs located far from the base station lose more 

energy in communicating with the base station. 

 Kinoshita et al. have presented a different cluster based routing protocol, the 

Enhanced Environmental Energy-Harvesting Framework (E-EEHF) [63]. In E-EEHF, 

every node has two types of batteries- one non-rechargeable, which cannot gain energy, 

and one rechargeable, which can gain energy from the environment. Every node is 

assigned a cost value. The node with a higher remaining energy in its rechargeable 

battery is assigned a low cost. On the other hand, the node with a lower remaining 

energy in its rechargeable battery is assigned a higher cost. CHs are chosen on the basis 
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of least cost. Consequently, the nodes with a higher remaining energy in the 

rechargeable battery are more likely to become CH. Every node is assigned a time 

interval, 𝑇𝑖𝑛𝑡 . 𝑇𝑖𝑛𝑡 is proportional to cost value.  Thus, a node with the lowest cost value 

will have a minimum 𝑇𝑖𝑛𝑡. If after 𝑇𝑖𝑛𝑡, a node does not hear any advertisement message 

from its one hop neighbours, it declares itself as a CH by a broadcast advertisement 

message. If a node hears multiple advertisement messages, the node joins with the CH 

with which it can communicate using minimum energy. The nodes that join with CH 

nodes are called member nodes. In E-EEHF, a member node joins a CH that is one hop 

far away. There may be some nodes that do not hear any advertisement message from 

any CH and there may be some CHs that do not have any member nodes joined with it. 

These nodes are called isolated nodes. If an isolated node has a neighbour which is a 

CH, the isolated node joins with that CH and becomes a member of that CH. In the case 

of multiple CH neighbours, the isolated node joins with the CH with whom it can 

communicate using minimum energy. If an isolated node does not has any neighbour 

node who is a CH, but has a neighbour node which is a member node under a CH, the 

isolated node sends a join-sub request to the CH via that member node. The member 

node then relays that join-sub request to its CH. In case of multiple members among 

neighbours, the isolated node joins with the member with whom it can communicate 

using minimum energy.  After joining the member node, the isolated node is called a 

sub-member node. Sub-member nodes transmit their packets to member nodes. Member 

nodes aggregate packets of its sub-member nodes along with its own data packet into 

one single packet and transmit it to the CH. If an isolated node does not find a 

neighbour node that is either a CH or member node, the isolated node acts as a CH and 

transmits its packet directly to the base station. The member nodes that have sub-

member nodes have to keep their radio on to receive packets from sub-member nodes 

and, thus, lose more energy. The CHs directly communicate with the base station. In 

other words, in E-EEHF an assumption is that every node is able to communicate with 

the base station, and, as a result, this may be impractical for a large network. 

Furthermore, the CHs located far from the base station lose more energy in order to 

communicate with the base station.  

 Up to now, we have presented a state-of-the-art review of both location aware 

and unaware clustering techniques including their advantages and disadvantages. Our 
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literature review has shown many areas and directions where we can advance existing 

concepts and build on research findings. These are summarized in the following section: 

2.3 Research Challenges 

 Most of the existing clustering techniques for both location aware and unaware 

wireless sensors increase the network lifetime but compromise network reliability. 

Some of them improve network reliability; however, they are not energy efficient and 

incur significant message overheads. Therefore, a major research challenge is to 

develop a clustering technique which simultaneously increases network lifetime and 

reliability and reduces control message overheads. 

 Our literature review shows that only a limited number of studies have been 

undertaken so far to advance clustering techniques to address the energy harvesting 

capability of wireless sensors. All of these techniques available in the literature are 

neither energy efficient nor reliable because of the common assumption that CHs 

directly communicate with the base station. Therefore, they are not suitable for most 

WSNs. This review highlights a need and research scope to develop a multi-hop energy 

harvesting aware clustering technique for both location aware and unaware wireless 

sensors. 

 A number of CHs have a strong correlation with network lifetime. To this point 

in time, a number of pieces of research have been undertaken to determine the optimal 

number of CHs separately from the clustering process for a WSN where nodes are 

uniformly distributed. However, the determination of an optimal number of CHs during 

the clustering process for non-uniform node distribution is a significant and important 

research challenge yet to be addressed. This thesis will address the self-organization of 

the network topology of a clustering-based routing protocol for WSNs and, hence, make 

them more suitable for non-uniform node deployment.    

 To the best of our knowledge, most clustering techniques for WSNs are not 

tested using a testbed i.e., they are tested only through network simulation. Testbed 

analysis can provide stronger evidence on the performance of these clustering schemes 

than in a real world scenario. 
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 In a multi-hop clustering technique, a CH node aggregates the data received 

from its member non-CHs, along with its own data, into one single packet and transmits 

it to the base station either directly or via other CHs. In addition, a CH may receive 

packets from other CHs. It has to relay these packets to the base station either directly 

or through other CHs. Since transmission requires significant energy consumption, 

embedding the inter-cluster communication cost in the bedrock of a clustering process 

will at the same time significantly improve the network lifeline and data transmission 

reliability. However, all multi-hop clustering techniques with the exception of [64] do 

not consider inter-cluster communication cost in the CH selection process. This leaves 

open a research direction to explore and to develop a multi-hop clustering technique 

which considers both intra- and inter-cluster communication costs during the CH 

selection phase and considers all possible energy spending sources including, but not 

limited to data receiving, aggregation, transmission, relaying, and message overhead. 

2.4 Summary 

From the literature review presented in this chapter, a gap was found in that 

there is currently no multi-hop energy harvesting aware clustering scheme for location 

unaware wireless sensors. To the best of our knowledge, all energy harvesting aware 

clustering schemes are single hop and most of them are for location aware sensors. On 

the one hand, single hop clustering protocols do not minimize inter-cluster 

communication costs and are not suitable for a wide variety of WSNs. Location aware 

sensors are also not suitable for large-scale WSNs because they are more expensive. On 

the other hand, a clustering scheme designed for location unaware wireless sensors is 

cost effective and can be densely deployed to improve detection accuracy and 

reliability. It is evident from the literature that multi-hop clustering protocols are more 

energy efficient than their single hop counterparts and are suitable for a WSN of any 

size. The available energy harvesting aware clustering techniques do not consider 

instantaneous charging capability or intra-cluster communication costs. As a result, they 

are not suitable for practical applications. In this thesis, therefore, we have aimed to 

develop a multi-hop and energy harvesting aware cluster-based routing scheme for 

location unaware wireless sensors with the objective to make it more energy efficient 

and reliable than existing energy harvesting aware cluster based routing schemes (see 
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research objectives in Section 1.3.3). In the next chapter, we will introduce a novel 

energy harvesting aware multi-hop clustering scheme. 
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Chapter 3 
 

 
Energy Harvesting Aware Reliable Clustering 
Scheme for WSNs  
 

In the previous chapter, we presented the limitations of existing energy 

harvesting aware clustering schemes. In this chapter, we introduce a novel Energy 

Harvesting Aware Energy Efficient (EHAEE) clustering scheme for the routing of 

WSNs. We have evaluated the performance of the proposed clustering scheme using a 

widely used network simulation software: TOSSIM. Experimental results from the 

simulation demonstrate that the proposed clustering scheme simultaneously and 

significantly extend the lifetime of the WSN and data transmission reliability.  

Before presenting the proposed clustering scheme, we first present and describe 

the problem that we have addressed (Section 3.1). Secondly, we elaborate on the 

assumptions of the WSN model and the real life scenarios that were investigated 

(Section 3.2), followed by a brief description of the notations used in the clustering 

scheme (Section 3.3). In Section 3.4, the proposed clustering scheme is presented 

followed by a discussion of inter-cluster communication (Section 3.5), the re-clustering 

technique (Section 3.6) as well as an analysis of the characteristics of EHAEE (Section 

3.7). Following, we present the simulation environment used to evaluate the proposed 

scheme in a WSN (Section 3.8) and the detail simulation results (Section 3.9). Finally, 

we conclude the chapter with a summary (Section 3.10). 

3.1 Problem Statement 

 As mentioned previously, our main objective is simultaneously to increase the 

lifetime and data transmission reliability of a WSN. In order to do this, we consider an 

important technological advancement in modern wireless sensors. As discussed in 

Chapter 2, modern wireless sensors are typically manufactured with an energy gaining 

capability from renewable energy sources. We aim to develop an innovative clustering 

algorithm for WSNs, assuming that some sensor nodes are capable of harvesting energy 
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from renewable sources. However, our clustering algorithm will also work efficiently 

even if no sensor in the network is capable of gaining energy.  

Clustering has some drawbacks. In addition to sensing, a CH sensor has to receive 

data from other non-CH and CH sensors, aggregate multiple data packets into one 

single packet, and then relay that packet to another CH or the base station. Therefore, 

acting as a CH creates an extra load on a sensor’s energy level, leading to a faster 

depletion of energy. Thus, a CH sensor is more prone to breakdown. Moreover, a sensor 

should not be chosen as a CH if it is located far away from other non-CH sensors. Far 

range communication requires more energy than close range communication. Therefore, 

non-CH sensors will end up losing more energy in communicating with a CH that is 

located far away from them. To address these issues, we have developed an intelligent 

CH selection strategy that is more self-organized and suitable for non-uniform node 

distribution. As a consequence, this prolongs the network lifetime as well as reduces the 

packet loss ratio of the network by decreasing the breakdown of sensors. In the 

following section, we present assumptions that we have made about WSNs. We have 

also presented the issues that we have considered in our research that take place in real 

life scenarios. 

3.2 Network Model 

We assume that sensors are randomly distributed over the network. Since they are 

usually tiny and cheap, they are location unaware and immobile. Every sensor is 

equipped with antenna capable of transmitting at adjustable multiple power levels [65]. 

A non-CH sensor chooses the minimum transmission power level that is required to 

reach its respective CH. A CH sensor may communicate with another CH to transmit its 

aggregated data to the base station. If no other CH is found, however, the CH has to 

communicate directly with the base station. Therefore, a CH sensor also selects a 

minimum transmission power level that is required to cover the next-hop CH or the base 

station. We assume that some sensors (e.g., 10%~25%) of a WSN are capable of 

gaining energy from renewable energy sources. These sensors capable of gaining 

energy are also randomly distributed. In the new clustering algorithm, we have also 

taken the following issues into consideration: 
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1. Initial energy may not be the same for all sensors. This is because a network may 

consist of different types of sensors. For example, audio and video sensors. 

2. Energy gain rate of a sensor may vary with time due to environmental effects. For 

example, the energy gain rate of a solar node may vary because of the movement of 

the sun and because of a change of intensity in available sunlight. A solar cell 

cannot gain energy if it is deployed in a shadowed area. 

3. Energy gain rate of sensors may also vary from one sensor to another sensor. Since 

we have only considered a heterogeneous network, so sensors’ gain rate could be 

different from one to the other. 

4. Maximum energy storing capacity may not be same for all the sensors. 

 

In the next section, we present a table of all the notations that are used in the proposed 

clustering scheme. 

3.3 Notations  

Before presenting the proposed clustering scheme, a brief description of all the 

notations used in the proposed clustering scheme are presented in the following table: 

Table 3.1 Notations used in the pseudo code of the proposed clustering algorithm 

Notations Meaning 

𝑆𝑛𝑏𝑟 A set of neighbour sensors located in the 

clustering range of a sensor 

                Min_Cost(𝑆𝑛𝑏𝑟) A function which returns the nodeid having 

minimum cost value among all sensors that 

belong to 𝑆𝑛𝑏𝑟 

𝐶𝐻𝑝𝑟𝑜𝑏 Probability that a sensor will be selected as a CH  

𝐸𝑟𝑒𝑚 Remaining energy of a sensor 

𝐸𝑟𝑒𝑚_𝑛𝑏𝑟_𝑚𝑎𝑥 Maximum remaining energy among all the 

neighbourhood sensors and the node itself 

𝐸𝑔 Current energy gain rate of a sensor 

𝐸𝑔_𝑛𝑏𝑟_𝑚𝑎𝑥 Maximum energy gain rate among all the 
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neighbourhood sensors and the node itself 

                            N Number of neighbourhood sensors within a 

sensor’s maximum communication range 

𝐸𝑖𝑛𝑜𝑛−𝐶𝐻
 Energy required by ith sensor to sense and 

transmit its data to its CH  

Cost_Msg(Cost, nodeid) A node broadcasts its ‘Cost’ value via a message 

called ‘Cost_Msg’ 

Cluster_Head_Msg(nodeid) A node declares itself as a CH by broadcasting a 

message called ‘Cluster_Head_Msg’  

𝑆𝑐ℎ 𝑆𝑐ℎ ← {v: v is a CH}, a set of CHs  

𝐸𝑁 Net energy gain rate of a sensor 

𝐸𝑁(v) Net energy gain rate of CH ‘v’ 

𝐸𝑟𝑒𝑚(v) Remaining energy of CH ‘v’ 

𝐸𝑚𝑎𝑥(v) Maximum energy storing capacity of CH ‘v’ 

CH_Fitness(v, 𝐸𝑁(v), 𝐸𝑟𝑒𝑚(v), 

𝐸𝑚𝑎𝑥(v)) 

A CH ‘v’ replies to the requesting non-CH node 

about its 𝐸𝑁(v), 𝐸𝑟𝑒𝑚(v) and 𝐸𝑚𝑎𝑥(v) via a 

message called ‘CH_Fitness’ 

Join_cluster(My_Cluster_Head_id, 

nodeid) 

A non-CH node that wants to join with a 

particular CH sends the request to that CH 

via a message called ‘Join_cluster’ 

 

In the next section, the proposed clustering scheme is presented. 

3.4 Proposed Clustering Scheme 

The aim of this dissertation is to address the problems articulated in Section 3.1 

and Section 1.3.2. Considering these research problems, we have formulated an 

algorithm for developing a distributed multi-hop clustering scheme that considers the 

renewable energy harvesting capability of a sensor node. Note that most of the 

algorithms increase energy efficiency, but compromise reliability. Therefore, evidence 

that shows a simultaneous increase both to energy efficiency and reliability is a 

challenging research problem. Due to our consideration of the energy harvesting 



66 
 

capability of sensors, the proposed algorithm simultaneously improves energy 

efficiency and data transmission reliability. Every node of the network executes the 

clustering algorithm presented in Algorithm 3.1.  

After completion of the execution of the clustering algorithm, a node either 

declares itself as a CH or joins with a CH. Thus, the clustering process is accomplished. 

Algorithm 3.1: Cluster the wireless sensor nodes. 

(i) Initialization 

1.         𝑆𝑛𝑏𝑟 ← {v: v lies within my cluster range}; 

2.          Cost ← ( 
1 

𝑁
 ×  ∑ 𝐸𝑖𝑛𝑜𝑛−𝐶𝐻

𝑁
𝑖=1 ) / ( 1 +  𝐸𝑔); 

3. Cost_Msg(Cost, nodeid); 

4. 𝐶𝐻𝑝𝑟𝑜𝑏 ← 𝐶𝑝𝑟𝑜𝑏 ×  
𝐸𝑟𝑒𝑚

𝐸𝑟𝑒𝑚_𝑛𝑏𝑟_𝑚𝑎𝑥
 ×  

𝐸𝑔 + 1

𝐸𝑔_𝑛𝑏𝑟_𝑚𝑎𝑥 + 1
 ;  

 

   

(ii)  Cluster Head Selection 

5.        If ( 𝐶𝑜𝑠𝑡 ≤  𝑀𝑖𝑛_𝐶𝑜𝑠𝑡(𝑆𝑛𝑏𝑟) ), then 

6.        { 

7.                 Cluster_Head_Msg(nodeid); 

8.        } 

9.        Else 

10.      { 

11.                If (𝐶𝐻𝑝𝑟𝑜𝑏 < 1), then 

12.                {   

13.         Repeat:  

14.        {   

15.               𝐶𝐻𝑝𝑟𝑜𝑏  ←  𝑀𝑖𝑛 (𝐶𝐻𝑝𝑟𝑜𝑏  ×  2, 1);  

16.              If new Cluster_Head_Msg comes,  

                                                      then Update 𝑆𝑐ℎ← v ∪ 𝑆𝑐ℎ;  

17.                               } Until (𝐶𝐻𝑝𝑟𝑜𝑏 = 1)   

18.         If ( 𝑆𝑐ℎ  =  Ø ), then 

19.         { 

20.               Cluster_Head_Msg(nodeid); 

21.                    } 

22.                    Else 

23.                    { 

24.                                     Goto: Joining with a Cluster Head; 

25.         } 

26.                }  

27.                Else 

28.                { 

29.          If ( 𝑆𝑐ℎ  =  Ø ), then 

30.         { 
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31.                          Cluster_Head_Msg(nodeid); 

32.                    } 

33.         Else 

34.         { 

35.                          Goto: Joining with a Cluster Head; 

36.                    }  

37.                } 

38.      } 

 

 

(iii) Joining with a Cluster Head  

39. Request v  ∈ 𝑆𝑐ℎ that are located closest to the node and reachable by using 

same transmission power level to transmit their 𝐸𝑁(v), 𝐸𝑟𝑒𝑚(v), 𝐸𝑚𝑎𝑥(v) (see 

Section 3.4.3).  

40.       Receive CH_Fitness(v, 𝐸𝑁(v), 𝐸𝑟𝑒𝑚(v), 𝐸𝑚𝑎𝑥(v)) from requested v 

41. My_Cluster_Head_id ← Get CH id considering the cases discussed in  

Section 3.4.3.1.   

42.      Join_cluster(My_Cluster_Head_id, nodeid); 

 

Once the clustering is complete, a node starts transmitting its actual data packet. The 

proposed clustering algorithm completes the clustering process in three phases: (i) 

Initialization (ii) Cluster Head Selection and (iii) Joining with a Cluster Head. In the 

following sections a detailed description of each of the phases of Algorithm 3.1 is 

presented. 

3.4.1 Initialization Phase 

 Before entering into the actual clustering phase, the nodes first go through 

neighbourhood discovery. During neighbourhood discovery, every node transmits an 

echo message using its maximum transmission power level to discover all the other 

neighbourhood sensors within its maximum transmission power range. After 

broadcasting the echo message, a node waits for a reply from other sensors. The other 

sensor nodes that receive a message, reply to the originating node. These replying nodes 

are considered neighbour nodes. Thus, a node formulates its neighbourhood set, 𝑆𝑛𝑏𝑟 

(Step 1 of Algorithm 3.1). Neighbourhood discovery takes place only once after the 

network is established. We assume that a node is aware of its current energy gain rate, 

𝐸𝑔. The neighbour nodes reply to the echo message with information on current energy 

gain rates, 𝐸𝑔 and their remaining energy, 𝐸𝑟𝑒𝑚. Thus, after the neighbourhood 

discovery, a node is aware of its neighbours’ current energy gain rates and remaining 
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energy. The role of a non-CH node is to sense for data acquisition and transmit packets 

to the respective CH. Thus, a non-CH node’s energy consumption, 𝐸𝑛𝑜𝑛−𝐶𝐻  is 

calculated as follows: 

𝐸𝑛𝑜𝑛−𝐶𝐻 = 𝐸(𝐷𝑎𝑡𝑎 𝑆𝑒𝑛𝑠𝑖𝑛𝑔) + 𝐸(𝐷𝑎𝑡𝑎 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑡𝑜 𝑎 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝐻𝑒𝑎𝑑),     (3.1) 

The energy required for data sensing 𝐸(𝐷𝑎𝑡𝑎 𝑆𝑒𝑛𝑠𝑖𝑛𝑔)is fixed and that for transmitting 

l bits of message over distance d, 𝐸(𝐷𝑎𝑡𝑎 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛) can be calculated from (2.3). 

From the received signal strength of a reply echo message, a node estimates the 

distance, d between that neighbour node and the node itself. Thus, a node is able to 

calculate 𝐸𝑛𝑜𝑛−𝐶𝐻 of its neighbour nodes using (3.1) and (2.3). Then, the node 

calculates the average of energy required for its neighbours to communicate with it (i.e., 

1 

𝑁
 ×  ∑ 𝐸𝑖𝑛𝑜𝑛−𝐶𝐻

𝑁
𝑖=1 ) and its cost value can be calculated as (Step 2 of Algorithm 3.1): 

Cost = ( 
1 

𝑁
 ×  ∑ 𝐸𝑖𝑛𝑜𝑛−𝐶𝐻

𝑁
𝑖=1 ) / ( 1 +  𝐸𝑔),       (3.2) 

where 𝐸𝑔 denotes the energy gain rate of the node. The essence of cost value in the 

clustering process is explained in the following section. 

3.4.1.1 Significance of Cost Value 

The cost value plays a key role in the clustering process. From (2.3) and (2.4), it 

can be seen that a longer distance transmission requires more energy than a shorter 

distance transmission. Therefore, if the CH is located far away from its non-CH nodes, 

the non-CHs will end up losing more energy in transmitting their data to the CH. Thus, 

the network lifetime will decrease. If a CH is located at the centre of all its non-CHs, 

the total energy needed for its all non-CHs to communicate with it becomes minimal as 

it is mathematically proven that the centre has the minimum distance from all others. As 

we can  see in the Cluster Head Selection phase (Steps 5 to 8 of Algorithm 3.1), a node 

attaining the lowest cost value among all its neighbours declares itself as a CH. From 

(3.2) it is clear that a node’s cost value is less if the average of energy required for its 

neighbours to communicate with it (i.e., 
1 

𝑁
 ×  ∑ 𝐸𝑖𝑛𝑜𝑛−𝐶𝐻

𝑁
𝑖=1 ) becomes minimal. 

Therefore, to increase the chances of putting a CH in the centre of its cluster, we define 

1 

𝑁
 ×  ∑ 𝐸𝑖𝑛𝑜𝑛−𝐶𝐻

𝑁
𝑖=1  as Average Communicating Energy (ACE). A low ACE value of a 
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sensor means that other neighbour nodes spend less energy to communicate with it and, 

hence, it lowers the overall cost value. This reduces intra-cluster communication cost. 

Thus, the overall energy saved by all non-CH sensors is considerable; consequently, the  

breakdown of non-CH sensors is reduced. 

Another important attribute that controls the cost value of a sensor is the energy 

gain rate of the sensor, 𝐸𝑔. As mentioned previously, the role of a CH is to sense for 

data acquisition, receive data from other non-CH sensors, aggregate all the data 

received from other sensors along with its own data, and then transmit the aggregated 

packet to its parent CH sensor or the base station. Furthermore, a CH node may become 

a parent of other CHs. In that case, a CH node requires receiving packets from other 

child CH nodes and the transmission of those packets either directly or via its parent CH 

to the base station. Thus, a CH node’s energy consumption, 𝐸𝐶𝐻 is calculated as 

follows: 

𝐸𝐶𝐻 = 𝐸(𝐷𝑎𝑡𝑎 𝑆𝑒𝑛𝑠𝑖𝑛𝑔) + 𝐸(𝐷𝑎𝑡𝑎 𝐴𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑖𝑜𝑛) + 𝐸(𝐷𝑎𝑡𝑎 𝑅𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔) +

𝐸(𝐷𝑎𝑡𝑎 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑡𝑜 𝑎𝑛𝑜𝑡ℎ𝑒𝑟 𝐶𝐻 𝑜𝑟 𝐵𝑎𝑠𝑒 𝑆𝑡𝑎𝑡𝑖𝑜𝑛),       (3.3) 

where 𝐸 denotes Energy Spent. From (3.1) and (3.3), it is clear that the energy 

consumption rates of CH nodes are higher than the energy consumption rates of non-

CH nodes. Thus, CH nodes are more vulnerable to breakdown. It is assumed that there 

may be some nodes present in the network that are capable of gaining energy from 

renewable energy sources. To save a CH from breakdown, in CH selection, a priority is 

given to those nodes that have an energy gain capability, 𝐸𝑔. A node with a higher 

energy gain rate, 𝐸𝑔 is expected to breakdown later than nodes with lower or no energy 

gain rate. In the proposed algorithm, a node is chosen as a CH, if it possesses the lowest 

cost value compared to its neighbours. From (3.2), we see that the higher energy gain 

rate 𝐸𝑔 of a sensor the lower its cost value is. To sum up, in CH selection using the cost 

value, preference has been given to a node’s higher energy gain rate to reduce the 

chance of its breakdown, as well as a priority being placed on choosing a CH so that the 

member non-CH sensors spend minimum possible energy to communicate with it.  

After calculating the cost value, a node broadcasts a message identified as 

Cost_Msg(Cost, nodeid) (Step 3 Algorithm 3.1). The Cost_Msg(Cost, nodeid) contains 
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the originating node’s id and its respective cost value. Eventually, every node becomes 

aware of the cost value of all of its neighbours by receiving Cost_Msg from its 

neighbours. After receiving Cost_Msg(Cost, nodeid) from neighbour sensors, every 

node calculates its probability of becoming a CH, namely 𝐶𝐻𝑝𝑟𝑜𝑏. In the following 

section, the essence of 𝐶𝐻𝑝𝑟𝑜𝑏 value is explained in detail. 

3.4.1.2 Significance of Cluster Head Probability 𝑪𝑯𝒑𝒓𝒐𝒃 

 The Cluster Head Probability of a node, 𝐶𝐻𝑝𝑟𝑜𝑏 plays an important role in the 

clustering process. Most of the nodes’ cost value will not become minimum compared 

to their neighbours. In that case, a node will wait for a period of time with the hope of 

hearing from other CH nodes. The waiting period for a node is enforced by using the 

Cluster Head Probability of a node, 𝐶𝐻𝑝𝑟𝑜𝑏. In Step 4 of Algorithm 3.1, we can see that 

𝐶𝐻𝑝𝑟𝑜𝑏 is calculated  as follows: 

𝐶𝐻𝑝𝑟𝑜𝑏 ← 𝐶𝑝𝑟𝑜𝑏 ×  
𝐸𝑟𝑒𝑚

𝐸𝑟𝑒𝑚_𝑛𝑏𝑟_𝑚𝑎𝑥
 ×  

𝐸𝑔 + 1

𝐸𝑔_𝑛𝑏𝑟_𝑚𝑎𝑥 + 1
,      (3.4) 

where 
𝐸𝑟𝑒𝑚

𝐸𝑟𝑒𝑚_𝑛𝑏𝑟_𝑚𝑎𝑥
 is the ratio of the node’s remaining energy to the maximum 

remaining energy among all the neighbours and the node itself,  
𝐸𝑔 + 1

𝐸𝑔_𝑛𝑏𝑟_𝑚𝑎𝑥 + 1
 is the ratio 

of the node’s energy gain rate to the maximum energy gain rate among all the 

neighbours and the node itself. As discussed in section 3.4.1, after a neighbourhood 

discovery every node will be aware of its neighbours’ current remaining energy and 

current net energy gain. Therefore, a node will be able to calculate the maximum energy 

gain rate among all the neighbourhood sensors and the node itself, 𝐸𝑔_𝑛𝑏𝑟_𝑚𝑎𝑥, the 

maximum remaining energy among all the neighbourhood sensors and the node itself, 

𝐸𝑟𝑒𝑚_𝑛𝑏𝑟_𝑚𝑎𝑥 and its cluster head probability 𝐶𝐻𝑝𝑟𝑜𝑏 using (3.4). As we can see in 

Cluster Head Selection phase (Steps 13 to 17 of Algorithm 3.1), all nodes but the nodes 

that have got the minimum cost value compared to its neighbours, will keep increasing 

their 𝐶𝐻𝑝𝑟𝑜𝑏 value periodically until the 𝐶𝐻𝑝𝑟𝑜𝑏 value becomes 1. When a node’s 

Cluster Head Probability, 𝐶𝐻𝑝𝑟𝑜𝑏 value becomes 1, it checks if there is any other 

neighbour CH(s) to join with. If there no neighbour CH exists to join with, the node 

declares itself as a CH (Step 29 to 32 of Algorithm 3.1). Nodes with a higher remaing 
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energy and higher energy gain rate are likely to perform better as CHs than nodes with a 

lower remaing energy and lower energy gain rate.  From (3.4), we can see that the 

𝐶𝐻𝑝𝑟𝑜𝑏 value of a node that has got a higher remaining energy and higher energy gain 

capability compared to its neighbours will become 1 earlier than its neighbours. 

Therefore, the chance of finding other neighbour CHs is less for the nodes with higher 

remaing energy and higher energy gain rate compared to its neighbours. Consequently, 

the nodes with more remaining energy and more energy gain capability are more likely 

to declare themselves as CHs before their neighbours. Thus, the nodes with a lower 

remaining energy and lower energy gain rate will get more CHs to choose from. The 

value of 𝐶𝑝𝑟𝑜𝑏  is 0.03 and is used to prevent the value of 𝐶𝐻𝑝𝑟𝑜𝑏 from becoming zero. 

The low value of 𝐶𝑝𝑟𝑜𝑏 will lower the value of 𝐶𝐻𝑝𝑟𝑜𝑏 and will take longer for the 

nodes to get their  𝐶𝐻𝑝𝑟𝑜𝑏 value as 1. Before a node’s 𝐶𝐻𝑝𝑟𝑜𝑏 value becomes 1, a node 

has no chance of declaring itself as CH. Thus, 𝐶𝑝𝑟𝑜𝑏 contributes to controlling the 

number of total CHs in the network. At the end of calculating 𝐶𝐻𝑝𝑟𝑜𝑏, the Initialize 

phase comes to an end and the Cluster Head Selection phase is initiated. A brief 

description of the Cluster Head Selection phase is presented in the following section. 

3.4.2 Cluster Head Selection Phase  

In this phase, every node compares its cost value with that of its neighbours. If it 

is found to be minimum, the node declares itself as a CH by broadcasting a message 

namely Cluster_Head_Msg(nodeid) and its clustering process comes to an end (Step 7 

of Algorithm 3.1). Cluster_Head_Msg(nodeid) contains the id of the node that declares 

itself as a CH. Every node maintains a set, 𝑆𝑐ℎ comprising the id of the neighbour nodes 

that have declared themselves as CHs. Whenever a node receives a new 

Cluster_Head_Msg from any of its neighbour node v, the node adds that neighbour’s id 

in its set of neighbour CHs, 𝑆𝑐ℎ = 𝑆𝑐ℎ  ∪ {𝑣} (Step 16 of Algorithm 3.1).  

If a node’s cost value is not minimum compared to its neighbours, it first checks 

whether its current 𝐶𝐻𝑝𝑟𝑜𝑏 value is less than 1 or not (Step 11 of Algorithm 3.1). If the 

current 𝐶𝐻𝑝𝑟𝑜𝑏 value is not less than 1, the node checks its CH set, 𝑆𝐶𝐻. If one or more 

CH(s) are found in 𝑆𝐶𝐻, the node enters the Joining with a Cluster Head phase 
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(discussed in Section 3.4.3). Otherwise, it declares itself as a CH and its clustering 

process finishes (Step 27 to 37 of Algorithm 3.1).  

In contrast, if a node’s cost value is not at a minimum and its current 𝐶𝐻𝑝𝑟𝑜𝑏 

value is less than 1, it waits and keeps increasing its 𝐶𝐻𝑝𝑟𝑜𝑏 value by a factor of 2 until 

it becomes 1 (Step 15 of Algorithm 3.1). After a node’s 𝐶𝐻𝑝𝑟𝑜𝑏 value becomes 1, a 

node immediately checks if it has any neighbour CH(s) in 𝑆𝑐ℎ (Step 18 of Algorithm 

3.1). If no neighbour CH exists to join with, the node declares itself as a CH by 

broadcasting a Cluster_Head_Msg. After declaring itself as a CH the clustering 

processing ends for that node. However, if one or more neighbours are found in 𝑆𝑐ℎ, the 

node initiates the next and final phase identified as Joining with a Cluster Head. In the 

following section, we explain this phase.  

3.4.3  Joining with a Cluster Head Phase 

 ‘Joining with a Cluster Head’ is the final phase of clustering. The nodes that find 

one or more members in its neighbour CH set, 𝑆𝑐ℎ after its 𝐶𝐻𝑝𝑟𝑜𝑏 value become 1, 

enter in this phase and join with one of their neighbour CH on the basis of the CH’s 

proximity, net energy gain rate, remaining energy, and maximum energy storage 

capacity. It is evident that a longer distance transmission requires more energy than a 

shorter distance. Therefore, to choose a CH among multiple candidate CHs, a node first 

searches for CH(s) in its CH set, 𝑆𝑐ℎ that is/are reachable using a minimum transmission 

power level. If no CH node is found within that node’s minimum transmission power 

level, it looks for other CH(s) which are reachable using its next minimum transmission 

power level. This strategy saves the energy of both the non-CHs and CHs. It allows a 

non-CH to communicate with a CH using a minimum possible intra-cluster 

communication cost. It also saves the energy of a CH by allowing it to communicate 

with a maximum number of non-CHs spending its minimum possible energy. At a 

particular transmission power level, a node may find one, or more than one, candidate 

CH(s) in 𝑆𝑐ℎ. If only one candidate CH is found in a particular transmission power 

level, the node sends a join request message, Join_cluster(My_Cluster_Head_id, 

nodeid) to that CH. Consequently, the requested CH replies and the joining is 

completed. Thus, the clustering process finishes for that node. However, a node may 
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find more than one candidate neighbour CHs in 𝑆𝑐ℎ, that are reachable within the same 

transmission power level. In this case, the non-CH node joins with the CH that has the 

maximum net energy gain rate. The calculation of net energy rate is presented in the 

following section. 

3.4.3.1 Net Energy Gain Rate 

A node starts searching to join with one of its neighbour CHs from its CH 

set, 𝑆𝑐ℎ and may find more than one candidate neighbour CHs that are reachable using 

the same transmission power level. The node then requests those neighbour CHs v  ∈ 

𝑆𝑐ℎ that are reachable using the same transmission power level to let it know about their 

current net energy gain rate 𝐸𝑁(v), their current remaining energy 𝐸𝑟𝑒𝑚(v) and their 

maximum energy storing capacity 𝐸𝑚𝑎𝑥(v) (Step 39 of Algorithm 3.1). Every requested 

CH v replies to the requesting node by sending a packet called CH fitness, 

CH_Fitness(v, 𝐸𝑁(v), 𝐸𝑟𝑒𝑚(v), 𝐸𝑚𝑎𝑥(v)). The CH_Fitness packet contains the id of the 

CH v, its current net energy gain rate 𝐸𝑁(v), current remaining energy 𝐸𝑟𝑒𝑚(v) and 

maximum energy storing capacity 𝐸𝑚𝑎𝑥(v) (Step 40 of Algorithm 3.1). The net energy 

gain rate of a CH v, 𝐸𝑁(v) can be calculated as follows:  

𝐸𝑁(v)  = 𝐸𝑔(v) - 𝐸𝐶𝐻(v),           (3.5) 

where 𝐸𝑔(v) denotes an energy gain rate of CH v and 𝐸𝐶𝐻(v) denotes energy 

consumption of CH v. We assume that a CH v will be aware of its current energy gain 

rate, 𝐸𝑔(v) and energy consumption rate, 𝐸𝐶𝐻(v). The requesting node compares the 

replying candidate CHs on the basis of their net energy gain rate 𝐸𝑁(v), their current 

remaining energy 𝐸𝑟𝑒𝑚(v) and their maximum energy storing capacity 𝐸𝑚𝑎𝑥(v). Thus, 

the node seeks out the strongest CH to join with. The different cases of selecting the 

strongest CH are described as follows: 

Case 1: CHs with positive net energy gain rate  

The first scenario we describe is the ‘best case scenario’, where one or more 

CH(s) are found whose net energy gain rates are greater than zero and reachable using 

the same transmission power level. A node with a positive net energy gain rate means 

that its energy gain rate is higher than its energy losing rate. On the one hand, if only 
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one CH is found with a positive net energy gain rate, the node joins with it. On the other 

hand, within the same transmission energy level, if multiple CHs with positive net 

energy gain rate are found, the node calculates the ratio between time to reach 

maximum energy storage capacity and maximum energy storage capacity, 𝐶(𝑣) for 

each of those CHs using the following equation: 

𝐶(𝑣) = (𝐸𝑚𝑎𝑥(𝑣)  −  𝐸𝑟𝑒𝑚(𝑣)) / (𝐸𝑁(𝑣)  ×  𝐸𝑚𝑎𝑥(𝑣)),      (3.6) 

where 𝐸𝑚𝑎𝑥(𝑣) denotes the maximum energy storing capacity of CH 𝑣, 𝐸𝑟𝑒𝑚(𝑣) denotes 

the current remaining energy of CH 𝑣 and 𝐸𝑁(𝑣) denotes the net energy gain rate of CH 

𝑣. By subtracting 𝐸𝑟𝑒𝑚(𝑣) from 𝐸𝑚𝑎𝑥(𝑣) , the amount of energy yet possible to be filled 

by that CH (𝐸𝑚𝑎𝑥(𝑣)  −  𝐸𝑟𝑒𝑚(𝑣)) is calculated. Dividing (𝐸𝑚𝑎𝑥(𝑣)  −  𝐸𝑟𝑒𝑚(𝑣)) by 

𝐸𝑁(𝑣), the time needed for that CH to reach its maximum energy storing capacity, 

(𝐸𝑚𝑎𝑥(𝑣)  − 𝐸𝑟𝑒𝑚(𝑣)) / 𝐸𝑁(𝑣) can be found. Then dividing it by 𝐸𝑚𝑎𝑥(𝑣) the ratio 

between time to reach maximum energy storage capacity and maximum energy storage 

capacity, 𝐶(𝑣)  for CH 𝑣 is calculated. Since, the maximum energy storage capacity 

𝐸𝑚𝑎𝑥 may be different from one CH to another, therefore the amount of energy yet 

possible to be filled by a CH 𝑣, (𝐸𝑚𝑎𝑥(𝑣)  −  𝐸𝑟𝑒𝑚(𝑣))  is normalized through dividing 

it by that CH 𝑣’s maximum energy storage capacity, 𝐸𝑚𝑎𝑥(𝑣). The node joins with the 

CH 𝑣 having minimum 𝐶(𝑣). The CH with a higher net energy gain rate, higher 

remaining energy and higher energy storage capacity is less likely to die than a CH with 

a lower net energy gain rate, lower remaining energy, and lower energy storage 

capacity. As we see from (3.6), the CH with a higher remaining energy, higher net 

energy gain rate, and higher maximum energy storage capacity has a minimum 𝐶(𝑣). 

Thus, the non-CH chooses the strongest CH. Next, we describe the scenario when one 

or more CHs are found whose net energy gain rate is zero, but no CH is found with a 

positive net energy gain rate. 

Case 2: No CH with positive gain rate while one or more with net 

energy gain rate zero 

A node with a net energy gain rate zero means that the node’s energy gain rate is 

equal to its energy spending rate. Its remaining energy level is neither increasing nor 

decreasing. On the contrary, a node with a net energy gain rate negative is losing more 
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energy than it is gaining. As no single CH is found with a positive net energy gain rate, 

the next best option is a CH with a net energy gain rate zero. If only one CH with a net 

energy gain rate zero is found, the node joins with it. If multiple CHs with net energy 

gain rate zero are found and reachable using the same transmission level, the node 

chooses to join the one with the maximum remaining energy. The CH that has the 

highest remaining energy is expected to be less likely to breakdown than the other 

nodes with a lower remaining energy. In the following case, we have presented a 

scenario where one or more CHs are found to have a negative net energy gain rate, but 

where no CH with a net energy gain rate zero or positive is found. 

Case 3: No CH with positive or zero gain rate while one or more with 

negative net gain rate  

The last possible scenario can be that one or more CHs are found to have a negative 

net energy gain rate, but where no CH with either a positive or zero net energy gain rate 

is found. A node with a negative net energy gain rate means that the node is losing more 

energy than it is gaining. In this case, if only one CH is found, the node joins with it. If 

multiple CHs are found, the node calculates the 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑅𝑎𝑡𝑒 of those CHs using 

the following equation: 

𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑅𝑎𝑡𝑒(v) = 
𝐸𝑟𝑒𝑚(𝑣)

−(𝐸𝑁(𝑣))
 ,         (3.7) 

The node compares the 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑅𝑎𝑡𝑒 values of the CHs and chooses to join with 

the CH  𝑣 that attains the highest 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑅𝑎𝑡𝑒. The CH with the highest 

𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑅𝑎𝑡𝑒 takes the longest time to discharge completely. Thus, the node 

chooses to join with the CH that is the least likely to die among all other available CHs. 

At the end of the Joining with a Cluster Head phase, every node either joins with a CH 

or acts itself as a CH and the clustering process ends.  

A CH node either directly transmits its packets to the base station or will choose 

another CH as its parent. Transmitting packets to the base station via other CHs is called 

inter-cluster communication. In the following section, we discuss about inter-cluster 

communication. 
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3.5 Inter-Cluster Communications 

 In decentralized clustering, nodes choose their own CH. A single hop 

decentralized clustering algorithm works for a WSN where every sensor is capable of 

communicating directly with the base station. However, it may not be practically 

feasible to build a large WSN where every sensor has the ability to communicate with a 

base station located at a distance. Moreover, the sensors that are located far from the 

base station lose more energy in communicating with it. Therefore, in a decentralized 

clustering algorithm, if a node is chosen as a CH that is located far from the base 

station, it will die out quickly. Because of these reasons, we propose a technique that 

allows inter-cluster communication leading to the base station using the minimum 

possible transmission power level, and, hence, the overall energy expenditure saving. In 

this process, multiple hop communication is used if the need arises. It is assumed that 

the maximum transmission power level may vary from one sensor to another sensor. In 

the proposed clustering scheme, it is not mandatory for every sensor to have the ability 

to communicate directly with the base station. It is also not mandatory for a CH to have 

the required transmission power level to communicate directly to the base station, even 

if the base station is located far away from it.  

A CH may transmit its packets to the base station either directly by itself or via 

other CHs. When a node declares itself as a CH, it first checks if it can directly 

communicate with the base station using its minimum transmission power level. If not, 

then the CH checks if there is any other neighbouring CH that is reachable using its 

minimum transmission power range. However, in some cases, neither the base station 

nor any other neighbour CH is reachable using a CH’s minimum transmission power 

level. In that case, the CH keeps raising its transmission power level to the next 

minimum level until it finds either the base station or any other neighbouring CH within 

its communication reach. If both the neighbour CH and the base station are reachable 

using the same transmission power level, the CH chooses to join with the base station. 

If more than one neighbour CHs are found within the same transmission power level, 

the CH joins with the closest located neighbour CH. One of the problems of the 

clustering technique is that the CH nodes lose more energy, which makes it imperative 
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to change the role of the CH among sensors. This is called re-clustering. The following 

section presents the re-clustering technique. 

3.6 Re-clustering 

 Because of the extra load, a CH loses more energy than a non-CH and is more 

prone to breakdown quickly. To save the CHs from breakdown, it is imperative to 

balance the load of cluster headship among sensors that have not recently become CH. 

In other words, if the role of the cluster headship is not rotated among sensors, a node 

that has been acting as a CH for a long period of time dies out quickly. The rotation of 

the role of the cluster headship among sensors or selecting new CHs is called re-

clustering. We have used a fixed amount of time for the re-clustering process. After a 

particular period of time, the nodes will be re-executing the clustering Algorithm 3.1 

except the step of neighbourhood discovery. Besides, if a non-CH sensor discovers that 

its CH is dead, the non-CH re-executes the clustering Algorithm 3.1 except the step of 

neighbourhood discovery to select its new CH. In the following section, the unique 

characteristics of the proposed clustering technique are analysed. 

3.7 Characteristics of the proposed method 

 One of the drawbacks of all existing clustering algorithms for WSN including 

HEED [29] and other existing energy harvesting aware clustering algorithms is that the 

number of CHs at any time during the network operation is predefined. For example, it 

may be set that at any given time, 5% of total nodes will be elected as CH. However, a 

network can run more efficiently if the number of CH is on a need basis. We have 

introduced 𝐶𝐻𝑝𝑟𝑜𝑏 (i.e., the probability of a node to become a CH), which is defined in 

terms of a node’s remaining energy and instantaneous gain rate. This enables the 

clustering process to organize the clusters and their numbers through network dynamics 

(e.g., gain rate, current remaining energy etc.). Consequently, the self-organization of 

clusters according to the network topology is enhanced. In addition, the simultaneous 

consideration of intra-cluster communication cost and load balancing through net 

energy gain rate, remaining energy, and maximum energy storage capacity of CH 

during the Joining with a Cluster Head phase makes the proposed clustering algorithm 

better suited for non-uniform node distribution. This has been a major problem for 
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existing clustering algorithms for WSN and which has now been addressed in our 

clustering scheme. 

In Section 1.3.3, we have presented our research objectives. We have conducted 

simulation tests to evaluate our proposed clustering technique and to verify whether our 

objectives have been achieved.  In the following sections, we present the results on the 

simulation environment and evaluation.  

3.8 Experimental Setup 

In order to evaluate our proposed clustering scheme, we firstly implemented our 

proposed clustering scheme using network simulation software. Then we simulated our 

cluster based routing scheme in different network scenarios. While there are a number 

of network simulation software available, we chose to perform the simulations using 

TOSSIM. The features that motivated us to choose TOSSIM from a selection of 

simulation software are as follows: 

1. Imran et al. [66] stated that a simulator can be used to develop and test protocols 

of WSNs, especially in the beginning stage of design. However, it is not possible 

to do the physical implementation of the routing protocol on real sensors using 

simulation software. An emulator can support both software and hardware 

implementation. As emulator supports implementation in real nodes, it therefore 

provides more precise performance and advance testing. TOSSIM is a fully free 

and widely recognised emulator that provided us with the opportunity to 

physically implement and to do substantial advanced testing of our proposed 

clustering scheme on real sensors in future. [67] and [68] are examples  of work 

which have simulated their proposed routing protocols for WSNs using 

TOSSIM. 

2. NS-2 is also a popular network simulation software. However, Korkalinen et al. 

[69] and Singh et al. [70] have pointed out that NS-2 is not well scalable for 

WSNs because of exponential simulation time slowdown. It has trouble to 

simulate more than 100 nodes [71]. In contrast, TOSSIM does not have 

scalability issues. It supports the simulation of thousands of nodes. This feature 

is very much desirable for an accurate simulation of a real world situation. We 
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have used the maximum 300 nodes for our simulations. Therefore, TOSSIM has 

an advantage over NS-2. 

3. NS-2 is designed as a general network simulator. It does not consider the unique 

characteristics of WSN. In contrast, TOSSIM is a specific and very powerful 

emulator built for WSN [71].  

4. Discrete-event simulation can easily simulate lots of jobs running on different 

sensor nodes. Therefore, the discrete event simulators are widely used in WSNs. 

TOSSIM is a discrete-event simulation software. 

From studies in the existing literature, to the best of our knowledge, three energy 

harvesting aware clustering techniques are available: sLEACH [46], sdLEACH [46] and 

E-EEHF [63]. sLEACH is a location aware clustering technique, whereas we propose a 

location unaware clustering technique. The advantages of a location unaware clustering 

technique over a location aware clustering technique have been previously discussed in 

Section 2.2. All of the existing energy harvesting aware clustering techniques including 

E-EEHF propose single hop clustering. These clustering techniques assume that every 

sensor has the ability to communicate directly with the base station, which may not be 

practically feasible, even in a medium sized network, as CHs will be located far away 

from the base station. In a relatively small sized network, where direct communication 

from CH to the base station is possible, CHs will have to spend vast amounts of energy 

and hence will die out quickly. However, our proposed clustering technique is a multi-

hop clustering technique where a CH located at a distance can transmit its packets to the 

base station via other CHs that are located closer to the base station. None of the 

existing clustering techniques considers intra-cluster communication cost. As a result, 

intra-cluster communication costs may increase and non-CH nodes will die out quickly. 

The HEED proposed by Younis & Fahmi [29] is a popular multi-hop clustering 

technique that considers the intra-cluster communication cost in the CH selection 

process. Both of sLEACH and sdLEACH are modified versions of LEACH [35], as 

discussed previously in Section 2.2.1. The authors of HEED have demonstrated through 

simulation results that HEED outperforms LEACH in terms of both first node die and 

last node die. Therefore, we have chosen HEED to simulate and compare our proposed 

clustering technique. 
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We carried out the simulation for 100, 200 and 300 sensor nodes. Nodes were 

randomly distributed between the points (0,0) and (200,200) in a 200x200 unit area. 

Some of these sensors were energy gain capable from renewable energy sources. The 

number of energy gain capable sensors that we used in our simulation varied as 5%, 

10%, 15%, 20%, 25% and 30% of total nodes. For example, in one simulation where 

5% of total nodes were energy gain capable, the maximum 15 sensors out of a total 300 

sensors had an energy gain capability in that network. In another simulation where 10% 

nodes were energy gain capable, the maximum 30 sensors out of total 300 sensors had 

energy gain capability in that network. In our simulation, we also considered shadow 

and day/night effects. For example, a node that has an energy gain capability from solar, 

but is currently located in a shadowed area, does not gain energy with time. At night-

time, none of the nodes regain energy. For example, in a network of 300 sensors where 

5% nodes are energy gain capable, it may happen that not all of the 15 energy gain 

capable sensors gain energy. Some of these 15 energy gain capable sensors may not 

gain energy if they are located in the shadow area. There are some sensors available in 

the market that have energy harvesting capabilities from renewable energy sources like 

solar, thermal, and motion [26-28].  

From the technical specifications of these energy harvesting capable sensors, it 

can be observed that a solar equipped sensor can gain energy at a rate of 56 𝜇J𝑠−1 [27]. 

Following the current state-of-the-art existing energy harvesting capable wireless 

sensors, we conducted simulation with an energy gain rate 60 𝜇J𝑠−1 and 30 𝜇J𝑠−1. In 

our simulation, we considered an energy gain rate that might vary from one sensor to 

another sensor. Therefore, we have also simulated different energy gain rates from one 

sensor to another sensor where energy gain capable sensors’ energy gain rate will vary 

uniformly in the range of 56 𝜇J𝑠−1𝑡𝑜 60 𝜇J𝑠−1. For example, in one simulation where 

the charge rate varies from one sensor to another sensor, in that network a node’s 

energy gain rate may be 60 𝜇J𝑠−1 and another node’s energy gain rate at the same time 

may be 56 𝜇J𝑠−1. However, it was also checked if these sensors were located in the 

shadows or if it was night-time. In both cases, the charge rate becomes 0 𝜇J𝑠−1.  

We considered symmetric links and no noise or physical obstacles in signal 

communication. Energy spent due to intra-cluster and inter-cluster communications was 
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also considered to test for a reliable and practical result. The energy model presented by 

the authors of LEACH [35], as discussed previously in Section 2.2.1, was used to 

calculate energy consumption. The authors of HEED [29] also used the same energy 

model in their simulation to calculate energy consumption. For a fair comparison, we 

applied the same energy gain capability and same scenario for both HEED and our 

proposed clustering scheme. The network topologies, node distribution, node-energy 

distribution, channel propagation model, and other simulation parameters were kept 

identical for both HEED and our proposed clustering scheme. A node was considered 

“dead” if it had lost 70% of its initial energy [72]. Most of the simulation parameters 

used were the same as for the authors of HEED [29]. Simulation parameters are listed in 

the following Table 3.2. In the following section, we present the simulation results in a 

variety of scenarios. 

Table 3.2: Simulation Parameters 

Parameter Value 

Initial energy 0.001 J 

Energy required for electronic 

circuitry, 𝑒0 

50nJ/bit 

 Free space channel fading co-

efficient, fs 

10 pJ/bit/m
2 

Multipath channel fading co-

efficient, mp 

0.0013 pJ/bit/m
4 

Data Aggregation energy, Eda 5 nJ/bit/signal 

Data packet size 

Packet header size 

29 bytes 

25 bytes 

Broadcast packet size 

Size of Cost_Msg packet 

25 bytes 

25 bytes 
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Size of Cluster_Head_Message  

Size of CH_Fitness packet 

Energy gain rate (maximum) 

Energy gain rate (minimum) 

Maximum energy storing 

capacity 

25 bytes 

25 bytes 

60 𝜇J𝑠−1 

0 𝜇J𝑠−1 

0.001 J 

 

3.9 Performance Evaluation 

Simulation tests are aimed at studying the performance of the proposed clustering 

scheme in terms of network lifetime and packet loss ratio. In this section, the 

performance of the proposed clustering scheme is evaluated using simulations. As a 

performance metric, the network lifetime of the proposed clustering schemes is 

compared firstly with the lifetime of HEED. In the following section, a presentation is 

made of the simulation results for the lifetime of 100, 200 and 300 nodes in different 

scenarios. 

3.9.1 Simulation Results for Network Lifetime 

 The network lifetime is simulated for 100, 200, and 300 nodes with a different 

number of energy harvesting capable sensors and under different charge rates. We have 

simulated using two different energy gain rates: i) fixed and ii) variable. In the 

following section, we present the simulation results of the network lifetime for a fixed 

energy gain rate with different number of energy harvesting capable sensors. 

3.9.1.1 Fixed Energy Gain Rate 

The simulation results of the network lifetime of 100, 200 and 300 nodes for a 

fixed energy gain rate of 60 𝜇J𝑠−1 are presented in this section. In relation to the current 

state-of-the-art energy harvesting capable wireless sensors discussed in Section 3.8, the 

energy gain rate was chosen as 60 𝜇J𝑠−1. We assumed that all energy harvesting 

capable sensors had this same energy gain rate. We considered six different percentages 
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of energy harvesting capable wireless sensors: 5%, 10%, 15%, 20%, 25% and 30% of 

the total number of nodes in the network. For a fair comparison of our proposed 

EHAEE scheme with HEED, the same energy gain rate and same number of energy 

gain capable sensors were also applied in HEED. As a first scenario, the simulation 

results for 5% energy harvesting capable sensors are presented as follows:  

 

Scenario 1: Maximum 5% energy harvesting capable sensors: In 

the following scenario, the simulation results in a network lifetime of 100, 200 and 300 

nodes for a fixed energy gain rate of 60 𝜇J𝑠−1 are presented where a maximum 5% of 

total nodes are capable of energy harvesting. 

 

 

Fig. 3.1 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

 

Fig. 3.2 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 
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Fig. 3.3 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

Simulation results presented from Figs. 3.1 to 3.3 shows that the proposed 

clustering scheme has a better lifetime over HEED in terms of both the first node die 

and last node die. The improvement of network lifetime in terms of the first node die for 

100, 200 and 300 nodes are 211%, 286% and 226%, respectively, while it is 50% for 

the last node.  

The clustering technique developed in HEED did not consider the energy 

harvesting capability of sensors nodes. Since a portion of sensor nodes in our simulation 

were capable of energy harvesting in HEED as well, therefore, HEED considered the 

energy harvested by a node during network operation time as an accumulated remaining 

energy in the re-clustering process. However, it did not consider the instantaneous 

energy gain rate in the initial clustering process. In addition, HEED considered only a 

particular type of cost, either intra-cluster communication cost or node degree or inverse 

of node degree, but not their combination. In contrast, the clustering approach of our 

proposed algorithm is a quite different from that of HEED. Our proposed clustering 

technique makes a trade-off between intra-cluster communication cost, dynamic net 

energy gain rate, proximity, remaining energy, and maximum energy storage capacity 

of a candidate CH node. This provides a better start i.e., a long life of a CH node at the 

very beginning of the process which, consequently, carries over the benefits of selecting 

a healthy, recharged and most efficient energy harvesting node in the subsequent re-

clustering processes. As a result, the number of re-clustering process is reduced which 

reduces the clustering overhead, a significant drawback of existing clustering scheme.  
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Because of afore-mentioned reasons, the proposed energy harvesting aware 

clustering scheme has shown significant improvements on network lifetime over 

HEED. To verify whether the improvement on network lifetime for the proposed 

algorithm over HEED is enough reliable or not, t-tests were performed with the sample 

lifetime of our proposed algorithm and HEED presented in Figs. 3.1, 3.2 and 3.3. The 

significance level, 𝛼 was chosen as 0.05, which is standard for most t-tests. The p-

values generated from t-tests for 100, 200 and 300 nodes were 1.03× 10−7, 4.05× 10−7 

and 3.15× 10−7, respectively which were lower than 𝛼. Therefore, the results from t-

tests validate our algorithm’s superior performance over HEED and shows that the 

result is statistically significant. The simulation results of EHAEE and HEED for 100, 

200, 300 nodes with 10%, 15%, 20%, 25% and 30% energy harvesting capable sensors 

also demonstrated similar improvements on network lifetime for EHAEE over HEED. 

The corresponding t-tests performed as earlier also confirmed that the difference of 

performance between these schemes is statistically significant. The simulation results 

are illustrated in the following graphs.  

 

Scenario 2: Maximum 10% energy harvesting capable sensors  

 

Fig. 3.4 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. 3.5 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 
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Fig. 3.6 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

Scenario 3: Maximum 15% energy harvesting capable sensors  

 

Fig. 3.7 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. 3.8 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. 3.9 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 4: Maximum 20% energy harvesting capable sensors 

 

Fig. 3.10 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. 3.11 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. 3.12 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

 

Scenario 5: Maximum 25% energy harvesting capable sensors 

 

Fig. 3.13 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

0

100

200

300

1 10 20 30 40 50 60 70 80 90 100

TIME(sec) 

NUMBER OF NODES DEAD 

EHAEE

HEED

0

100

200

300

1 20 40 60 80 100 120 140 160 180 200

TIME(sec) 

NUMBER OF NODES DEAD 

EHAEE

HEED

0

100

200

300

1 30 60 90 120 150 180 210 240 270 300

TIME(sec) 

NUMBER OF NODES DEAD 

EHAEE

HEED

0

100

200

300

1 10 20 30 40 50 60 70 80 90 100

TIME(sec) 

NUMBER OF NODES DEAD 

EHAEE

HEED



88 
 

 

Fig. 3.14 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. 3.15 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

 

Scenario 6: Maximum 30% energy harvesting capable sensors  

 

Fig. 3.16 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. 3.17 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 
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Fig. 3.18 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 1: Maximum 5% energy harvesting capable sensors: 

The simulation results of network lifetime of 100, 200 and 300 nodes for different 

energy gain rates from 56 𝜇J𝑠−1 to 60 𝜇J𝑠−1 and maximum 5% of total nodes are 

presented in Figs. 3.19 to 3.21. 

 

Fig. 3.19 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

 

Fig. 3.20 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

 

Fig. 3.21 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Figs. 3.19, 3.20 and 3.21 exhibit that network lifetime of our proposed algorithm 

is better than HEED.  The improvements of the network lifetime of 100, 200 and 300 

nodes for the first node die are 144%, 180%, and 99%, respectively, and for last node 

die are 49%, 50% and 49%, respectively. Because of the advantages of our proposed 

algorithm over HEED articulated in Section 3.9.1.1 and because of the exploitation of 

the energy harvesting capability both of non-CH and CH, their breakdowns are heavily 

reduced. Consequently, the network lifetime is significantly improved over HEED. The 

t-tests with the sample lifetime of EHAEE and HEED illustrated in Figs. 3.19, 3.20 and 

3.21 produce p-values of 1.03× 10−7, 4.05× 10−7 and 3.15× 10−7 for 100, 200 and 

300 nodes respectively. These p-values substantiate the significant improvements of 

EHAEE over HEED. The simulation results for 100, 200 and 300 nodes with 10%, 

15%, 20%, 25% and 30% energy harvesting capable sensors also show a similar 

improvement of network lifetime in the proposed scheme over HEED. These results are 

illustrated in Figs. 3.22 to 3.36. 

 

Scenario 2: Maximum 10% energy harvesting capable sensors  

 

Fig. 3.22 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. 3.23 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 
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Fig. 3.24 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

Scenario 3: Maximum 15% energy harvesting capable sensors  

 

Fig. 3.25 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

 

Fig. 3.26 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

 

Fig. 3.27 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 4: Maximum 20% energy harvesting capable sensors  

 

Fig. 3.28 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. 3.29 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. 3.30 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

Scenario 5: Maximum 25% energy harvesting capable sensors  

 

Fig. 3.31 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

0

100

200

300

1 10 20 30 40 50 60 70 80 90 100

TIME(sec) 

NUMBER OF NODES DEAD 

EHAEE

HEED

0

100

200

300

1 20 40 60 80 100 120 140 160 180 200

TIME(sec) 

NUMBER OF NODES DEAD 

EHAEE

HEED

0

100

200

300

1 30 60 90 120 150 180 210 240 270 300

TIME(sec) 

NUMBER OF NODES DEAD 

EAHEE

HEED

0

100

200

300

1 10 20 30 40 50 60 70 80 90 100

TIME(sec) 

NUMBER OF NODES DEAD 

EHAEE

HEED



94 
 

 

Fig. 3.32 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. 3.33 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

Scenario 6: Maximum 30% energy harvesting capable sensors  

 

Fig. 3.34 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. 3.35 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 
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Fig. 3.36 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 

 

Thus far, the performance of the proposed clustering scheme is demonstrated in 

terms of network lifetime. The packet loss ratio of EHAEE and HEED over a fixed 

amount of time was also tested. The simulation results are presented in the following 

section. 

3.9.2 Packet Loss Ratio 

To test the reliability of the proposed clustering scheme, the packet loss ratio 
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amount of time. The time until which the packet loss is counted for both of EHAEE and 

HEED is the last node die time of HEED. PLR is a ratio of the difference between the 

total data packets sent by the nodes and received at the base station to the total data 

packets sent, which is given below: 

𝑃𝐿𝑅 =
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      (3.9) 

In this particular simulation, in order to reduce the presentation of similar types of 

graphs, as a representative example, we set a maximum 20% of total nodes as being 

capable of energy harvesting. Packet loss ratio was tested in two different scenarios. In 

the first scenario, the energy gain rate varied uniformly from one sensor to another. In 
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experimental results for both of these scenarios are presented in the following. 

0

50

100

150

200

250

300

1 30 60 90 120 150 180 210 240 270 300

TIME(sec) 

NUMBER OF NODES DEAD 

EAHEE

HEED



96 
 

3.9.2.1 Scenario 1: Different charge rate among sensors 

As mentioned before, in a real world deployment a WSN may have energy 

harvesting capable sensors with different energy gain rate. In this section, the 

comparison results of packet loss ratio of EHAEE and HEED are presented where an 

energy gain rate varied uniformly in the range of 56 𝜇J𝑠−1 to 60 𝜇J𝑠−1 and a maximum 

20% of total nodes had an energy harvesting capability. The experimental results for 

100, 200 and 300 nodes are shown in Figs. 3.37, 3.38 and 3.39. 

 

Fig. 3.37 Packet loss ratio of EHAEE vs. HEED for 100 nodes 

 

Fig. 3.38 Packet loss ratio of EHAEE vs. HEED for 200 nodes 
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Fig. 3.39 Packet loss ratio of EHAEE vs. HEED for 300 nodes 

The results demonstrate that EHAEE show better performance over HEED in 

terms of packet loss ratio and the average improvements were 70%, 36% and 56% 

respectively for 100, 200 and 300 nodes. The p-values yielded from corresponding t-

tests are 3.59× 10−6, 1.46× 10−11 and 2.2× 10−8 respectively, which verifies that 

these improvements are significant. As a second scenario, the experimental results of 

the packet loss ratio for both of the proposed clustering scheme and HEED are 

presented where the energy gain rate of sensors is identical for every sensor. 
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In this section the experimental results of packet loss ratio for both EHAEE and 

HEED are presented, where energy harvesting capable sensors had an identical charge 

rate of 60 𝜇J𝑠−1 and a maximum 20% of total nodes have an energy harvesting 

capability. The simulation result for 100, 200 and 300 nodes are shown as follows:  

 

Fig. 3.40 Packet Loss Ratio of EHAEE vs. HEED for 100 nodes 
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Fig. 3.41 Packet Loss Ratio of EHAEE vs. HEED for 200 nodes 

 

 

Fig. 3.42 Packet Loss Ratio of EHAEE vs. HEED for 300 nodes 
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3.04× 10−8, 2.23× 10−18 and 9.23× 10−16 for 100, 200 and 300 nodes, respectively. 

Therefore, a strong case can be made for the superior performance of the proposed 

algorithm over HEED in terms of data transmission reliability based on statistical 

significance.  

It is apparent from the simulation results presented in Fig. 3.37 to 3.42, that the 

proposed scheme significantly decreases packet loss ratio of the network as compared to 

the HEED protocol. When a node is dead, the packets sent to that node miss out. The 

proposed clustering scheme reduces the node breakdown compared to HEED, as 

discussed previously in Section 3.9.1. As a result, the packet loss ratio also 

simultaneously decreases with the prolonged lifetime of the network. This yields better 

data transmission reliability in our proposed scheme. In the following section, we 

conclude by summarizing the results and findings presented in this chapter. 

3.10 Summary 

 In this chapter, a new energy harvesting aware multi-hop clustering scheme has 

been proposed. The proposed scheme has been tested in a widely used WSN simulation 

environment, with networks of different sizes, and with different percentages of energy 

harvesting nodes with varied energy gain rates. Simulation results were derived for both 

the lifetime and reliability of the network. Results have demonstrated that the proposed 

method have achieved significant improvements over HEED in respect to all scenarios 

for both network lifetime and reliability. A statistical analysis using t-tests, have also 

been conducted for all scenarios and confirm the superiority of the proposed method. 

Though the proposed clustering scheme has demonstrated promising results in a number 

of scenarios, there is scope to improve this clustering scheme in a number of ways. 

These are presented in the next (and final) chapter of this thesis. 
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Chapter 4 
 

 
Conclusions and Future Works 
 

 The motivations and objectives of the thesis were outlined in Chapter 1. To meet 

the objectives we have proposed a clustering scheme in Chapter 3 that exploits energy 

harvesting of wireless sensors from renewable energy sources. The characteristics of the 

proposed clustering scheme are validated through simulation results. The contributions 

of this thesis are summarised in Section 4.1 and possible future works are articulated in 

Section 4.2. 

4.1 Conclusions 

Energy efficiency and network reliability are the most important performance 

metrics for a WSN. A major challenge for researchers is to design a clustering based 

routing protocol for location unaware WSNs that simultaneously meets these two 

requirements.  

To address this challenge, a few techniques were available in the literature. 

However, these techniques have generally not considered the energy harvesting 

capabilities of a sensor node using renewable energy sources. Since there are many 

sensors equipped with renewable energy harvesting capabilities currently available on 

the market, a consideration of energy harvesting capability was important to address the 

research problem. There were also a few techniques available in the literature that 

consider renewable energy harvesting capability of a sensor node. However, none of 

them considered the intra-cluster communication cost, the net energy gain rate, or the 

maximum energy storage capacity of a CH.  In addition, all previous studies in literature 

used either single hop or location aware or a combination of both (i.e., they have not 

considered multi-hop communication). It is evident from the literature that multi-hop 

communication is always more energy efficient than single-hop. Therefore, there is 

some research scope to improve both lifetime and reliability through the consideration 

of both a multi-hop communication technique and the utilization of renewable energy in 

an efficient and effective manner.  
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This dissertation has addressed all these issues by introducing a new multi-hop 

energy harvesting aware clustering scheme for location unaware WSNs. In the proposed 

scheme, the strongest nodes are selected as CHs at a very early stage by simultaneously 

considering three aspects of a node: intra-cluster communication cost, energy gain rate, 

and remaining energy. Consequently, the re-clustering rate is reduced, which in turn 

reduces the re-clustering overheads more than other existing clustering techniques. The 

consideration of dynamic energy gain rate includes environmental aspects (e.g., 

shadow, lighting condition, and darkness for solar cells) in our proposed scheme to 

make it more suitable for application in a real world context.  For further energy 

savings, at the time of joining with a CH, a non-CH chooses a CH with which it can 

communicate using its minimum transmission power level. If a non-CH finds multiple 

CHs that are reachable using the same transmission power level, it chooses to join a CH 

based on a metric that considers its current net energy gain rate, current remaining 

energy, and maximum energy storage capacity. A CH’s net energy gain rate decreases 

with the increase of its energy-spending rate as a greater number of non-CH join with it. 

To distribute the load of CHs, a non-CH node joins with a CH whose net energy gain 

rate is at a maximum compared to other candidate CHs.  

Since the load of cluster headship is distributed in our approach, the possibility 

of its breakdown decreases and, consequently, its reliability increases. As a result, our 

proposed clustering scheme has improved simultaneously both network lifetime and 

data transmission reliability. This inherently makes our proposed clustering scheme 

more robust against the packet loss or a node failure due to a lack of energy. In addition, 

most of the existing clustering algorithms determine the number of CHs by using a 

priori value. Our proposed clustering technique eliminates this problem by selecting 

CHs on a need basis considering node distribution, and instantaneous gain rate which 

makes it more suitable than the other existing clustering techniques for non-uniform 

node distribution. 

Simulation models for both the proposed and an existing promising and popular 

schemes have been developed using a discrete event network simulation software, 

namely, TOSSIM considering the different types of real life network scenarios. It is 

evident from the results that our proposed algorithm significantly outperforms 

alternative algorithms in both reliability and network lifetime. The advantage of our 
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method is that it is a generic approach which can easily cover a range of sensors 

harvesting energy from different renewable energy sources, such as solar, thermal, 

motion, and hydraulic.  However, there is scope for further research to enhance the 

performance of our proposed clustering scheme. These are presented in the following 

section.  

4.2 Future Works 

In this section we present suggestions for future studies that can be undertaken 

to further improve the energy efficiency and reliability of our proposed clustering 

scheme. These include: 

1. In a partial energy harvesting capable WSN (i.e., a portion of nodes are 

equipped with harvesting capability), if the energy harvesting capable 

sensors are deployed randomly in the network, the energy harvesting 

capable sensors may be deployed densely in some areas and sparsely in 

the remaining areas of the network. Nodes equipped with energy 

harvesting capabilities are more likely to perform better as CHs. 

Therefore, for the further improvement of energy efficiency and network 

reliability, energy harvesting capable sensors should be deployed 

strategically. Future studies can be undertaken on deterministic 

deployment of energy harvesting capable sensors to improve 

simultaneously their energy efficiency and network reliability.  

2. Multi-hop communication techniques play an important role in saving 

the energy of CHs. In a multi-hop communication technique, a number 

of routes can be found to transmit packets to the base station via other 

CHs. It is very important to use an energy efficient and reliable route for 

transmitting packets via other CHs. However, an energy efficient path 

may not be a reliable path. If a data packet is lost before it reaches the 

destination, then data retransmission is required. One possible way to 

discover an energy efficient and reliable path among multiple paths is to 

consider the sum of data transmission and re-transmission energy for 

packet loss in a particular path. Future studies could explore this 
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technique in order to enhance both energy efficiency and network 

reliability.  

3. Although re-clustering is imperative to rotating the role of cluster 

headship among sensors, re-clustering causes a node to spend its time 

and energy performing various calculations and transmitting and 

receiving packets to select new cluster heads. Spending this time and 

energy, no useful data is transmitted by the sensors to the base station. 

Therefore, re-clustering is an overhead. To reduce both the packet loss 

and clustering overhead, a partial re-clustering technique can be used. In 

partial re-clustering, instead of using all nodes in a network, only a 

subset of nodes whose CHs’ energy levels are low will undertake re-

clustering. However, partial re-clustering can be accomplished in many 

possible ways. The nodes that need to select a new CH may select a new 

CH among themselves or all of them may join the other adjacent CHs on 

the basis of minimum energy consumption and minimum data loss ratio. 

Future studies could be undertaken to explore these partial re-clustering 

options to further improve both energy efficiency and network 

reliability.  

 



104 
 

Appendix A 
 

The simulation results of network lifetime of 100, 200 and 300 nodes for an 

energy gain rate of 30 𝜇J𝑠−1 with 5%, 10%, 15%, 20%, 25% and 30% energy 

harvesting capable sensors are illustrated in the following. 

Scenario 1: Maximum 5% energy harvesting capable sensors:  

 

Fig. A.1 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. A.2 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. A.3 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 2: Maximum 10% energy harvesting capable sensors  

 

Fig. A.4 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. A.5 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. A.6 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 3: Maximum 15% energy harvesting capable sensors  

 

Fig. A.7 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. A.8 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. A.9 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 4: Maximum 20% energy harvesting capable sensors 

 

Fig. A.10 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. A.11 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. A.12 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 5: Maximum 25% energy harvesting capable sensors 

 

Fig. A.13 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. A.14 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. A.15 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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Scenario 6: Maximum 30% energy harvesting capable sensors  

 

Fig. A.16 Network lifetime of HEED vs. EHAEE clustering schemes for 100 nodes 

 

Fig. A.17 Network lifetime of HEED vs. EHAEE clustering schemes for 200 nodes 

 

Fig. A.18 Network lifetime of HEED vs. EHAEE clustering schemes for 300 nodes 
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