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This document provides supplementary information to "Quantum entropy source on an InP pho-
tonic integrated circuit for random number generation," http://dx.doi.org/10.1364/optica.3.000989. 
We demonstrate quantum random number generation from the quantum entropy source pre-
sented in the main article using bulk components. Using standard post-processing techniques 
and a commercial digitization card, we obtain high-quality random numbers that successfully 
pass industrial randomness tests. © 2016 Optical Society of America
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1. BEAT SIGNAL BETWEEN TWO LASERS

Let Egs,cw be the electromagnetic field of the gain-switched and
the continuous wave DFB lasers, with central wavelength ω(gs)

and ω(cw) respectively. All fields and intensities depend on time.
The total field after combining the gain-switched pulses and the
cw reference in a combiner is given by E ≡ Egs + Ecw, and the
intensity by

iT =|E|2 =
(
Egs + Ecw

)(
Egs + Ecw

)∗
=|Egs|2 + |Ecw|2 + 2Re{EcwE∗gs}. (S1)

We employ single-frequency and single-spatial mode devices,
so we can approximate the laser fields by plane waves. From
the experiment, we observe thermal chirp effects during the ON
part of the modulation, so we phenomenologically add a linear
chirp parameter β0t, as further discussed in the main text. We
can rewrite

ω(gs)(t) = ω
(gs)
0 + β0 · (t mod T), (S2)

where ω
(gs)
0 is the unchirped frequency of the GS laser, and

T is the period of the RF modulation. Defining the frequency
detuning between the GS laser and the cw laser as

Ωc(t) ≡ ω(cw) −ω(gs)(t) (S3)

= ω(cw) −ω
(gs)
0 − β0 · (t mod T) (S4)

we finally obtain

iT(t) = i(cw) + i(gs) + 2
√

i(gs)i(gs) cos
( ∫ t

0
dξΩc(ξ) + ∆φ

)
,

(S5)
where ∆φ ≡ φ(cw) − φ(gs) is the phase difference between the
two laser fields. In gain-switched phase-diffusion random num-
ber generators (RNG), the quantum randomness is found in
φ(gs), the phase of the gain-switched laser, which experiences a
strong diffusion process during the below-threshold time of the
modulation [1–5].

The optical intensity is detected by a finite bandwidth elec-
tronic system, introducing several limitations in the operation
of the two-laser RNG scheme described in the main text. For
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the sake of simplicity, and without loss of generality, we will
proceed neglecting the chirp effect in what follows. By doing
so, Ω remains constant during the entire GS pulse. The voltage
at the output of the detection system can be written as the con-
volution of the total intensity iT(t) and the impulse response
of the detection system hD(t) ∼ exp{−t2/2τ2

D}, which is well
represented by a gaussian shape with rms deviation defined
by the response time τD. The first term in Eq. (S5) describes
the intensity of the cw laser, and is nearly constant. Similarly,
the second term describes the intensity of the GS laser, which
follows the envelope of the modulation signal. Contrary, the last
term in Eq. (S5) describes an oscillation within the GS cycle with
a frequency Ω and a phase ∆φ = φ(cw) − φ(gs), which contains
the information we want to resolve, φ(gs). The detected signal
for this latter term is therefore given by

cos
(

Ωt + ∆φ
)
∗ hD(t)

=
∫ ∞

0
dτhD(t− τ) cos

(
Ωτ + ∆φ

)
∝ exp

{
− 1

2
Ω2τ2

D

}
cos

(
Ωt + ∆φ

)
, (S6)

clearly imposing restrictions to the response time of the detec-
tion system. If ΩτD >> 1, the term exp{− 1

2 Ω2τ2
D} → 0 and

therefore we can not recover the beat-note cos(Ωt + ∆φ). In
contrast, if the system responds fast enough ΩτD <

√
2, the

beat-note can be recovered, and thus the random phase ∆φ.

2. EXPERIMENTAL RESULTS WITH BULK COMPO-
NENTS

The QRNG scheme based on the beating between two semicon-
ductor lasers was also demonstrated with bulk components. An
Alcatel A1905LMI DFB laser was used as the gain-switching
source, and a tunable laser Photonetics Tunics Plus 3642 HE 10
as the cw reference, as illustrated in Fig. S1. A 2x1 polarization
maintaining coupler (PMC) was used to combine the two signals.
The interfered signal was detected by a 10 GHz bandwidth pho-
todetector (Nortel PP10G), and digitised by a 2 Gsps digitiser
Acquiris U1084A with 1 GHz electrical bandwidth.

In contrast to the integrated version of the system, in which
we had access to electrical signals from on-chip photodiodes
only, in the bulk scheme we could analyse the optical behaviour

Fig. S1. Bulk setup for the QRNG based on heterodyning two
laser diodes. A DFB laser is directly modulated from below to
above threshold with a 200 MHz signal. A tunable laser is op-
erated in cw and the central frequency is set very close to the
central wavelength of the GS laser. A 2x1 polarisation main-
taining coupler combines the two signals and a photodetector
(PD) detects the beating field. The random signal (rnd) is sent
to a high-speed digitiser. The 200 MHz signal and the internal
2 GHz clock of the digitiser are synchronised with a 10 MHz
signal.

too. Using an optical sampling scope and an optical spectrum
analyser, we measured the interference visibility (rms deviation
of the distribution) as a function of the detuning between the
two lasers. In this way, we could set the detuning with high
spectral control. As shown in Fig. S2, high interference visibility
was observed for detunings up to Ω/2π ∼ 25 GHz, which
corresponded to the detection bandwidth of the sampling scope.

Once the detuning was set, a photodetector was placed at the
output of the PMC and the signal digitised with 8-bit resolution.
Since the digitiser had 1 GHz electrical bandwidth only, we
operated the system with a detuning Ω < 1 GHz to resolve
the beating. In contrast to the integrated scheme, in which
high-loss PIC and relatively large detunings had to be set to
avoid locking mechanisms, the bulk lasers incorporate > 30 dB
optical isolators, highly reducing the effect of coupling between
the two lasers. No locking mechanism was observed in this
configuration for a variety of powers setting in the cw laser.

The system run overnight to acquire, post-process and test 60
sequences of 1 GB (Giga-Bytes). The acquisition, processing and
testing of each dataset took ∼ 7 minutes. As shown in the his-
tograms depicted in Fig. S3(a), the interference visibility V was
very high over the entire run, indicating that the temperature
control of the lasers kept their frequency difference within the de-
tection bandwidth. However, small statistical fluctuations were
observed over time. See for instance the difference between the
first acquisition (labeled 7 minutes purple color) and the last ac-
quisition (labeled 350 minutes color blue, taken 6 hours after the
first one) in Fig. S3. We attribute these differences to slow tem-
perature fluctuations. The digitisation process also introduced
some instabilities due to the asynchronous sampling of the sig-
nal. However, as shown in Fig. S3(b), the difference between
the distributions of two subsequent acquisitions was on average
smaller than the difference between the distributions spaced by
70, 140, 210, 280 and 350 minutes, indicating that separation in
time led to slightly different distributions. We emphasize this
effect is small and is minimised with the integrated QRNG-PICs,
since temperature drifts become very similar for the two closely
spaced lasers.

To extract randomness from the raw data, we used the
two-universal hashing randomness extractor proposed by D.

rm
s 

ou
tp

ut
 d

is
tri

bu
tio

n 
[a

.u
.]

0

Wavelength detuning [pm]

200-200 400-400
0.0 

0.2 

0.4 

0.6 

0.8 

1.0 

Fig. S2. Interference visibility as a function of the detuning
between the gs laser and the cw laser. The interference visi-
bility was measured as the root-mean-square deviation of the
observed histogram. The statistics were obtained with a sam-
pling scope Agilent Infiniium DCA-J 86100C and the spectrum
with an optical spectrum analyser Yokogawa AQ6370.
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Frauchiger et al in ref. [6]. A randomness extractor is an al-
gorithm that takes n-bit corrupted random numbers of min-
entropy H∞ and covert them into m-bit (with m < n) uncor-
related and uniformly distributed random numbers, with the
same min-entropy. The extractor in ref. [6] uses a constant seed
matrix E of random bits, and extracts the randomness doing the
operation ym = Emnxn. This extraction algorithm is proven to be
secure even if the matrix E is made public after being hardcoded
into the extractor device.

The hardest part of a randomness extraction process remains
the estimation of the min-entropy of the raw bits. For a rigourous
and conservative estimation, the physical process has to be
deeply understood and modelled. Also, memory effects as well
as digitisation electronics have to be considered. A detailed de-
scription on the estimation for a similar system and components
can be found in refs. [3, 7]. In this work, and only for illustra-
tion on the simplicity of going from raw data to post-processed
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Fig. S3. (a) Histograms for several generated sequences of 1
GB each. Each histogram in this plot is spaced by a 70-minutes
temporal window. All histograms show high visibility inter-
ference. However, small statistical variations are observed
between temporally spaced sequences due to thermal effects.
(b) Statistical distance between different histograms taken dur-
ing the entire run. Let Hi be the histogram of each of the 60
acquisition taken during the experiment. The size of each his-
togram Hi is 28 = 256 samples. The figure of merit in this plot
corresponds to εD ≡

√
(∑j(Hi+d,j − Hi,j)

2), where j iterates
over each of the 256 bin. Each value computes the distance
between two distributions spaced by 7, 70, 140, 210, 280, and
350 minutes. In the horizontal axis we indicate when the first
distribution involved in the calculation (Hi) was taken.

Fig. S4. Autocorrelation bulk experiment. (Upper) Raw au-
tocorrelation. This result is nearly identical to the correlation
observed for the delay line case in previous works, both for
multiple bit digitisation [3], and for one-bit digitisation [5].
(Lower) Autocorrelation post-processed data.

data, we generate up to 60 Gb using the extractor in ref. [6]
and estimating the min-entropy from the observed frequencies.
Even in the case in which we overestimate the min-entropy (i.e.
we apply less extraction than we should), the output sequence
behaves as a "perfect coin" with respect to the applied tests: cor-
relation output bits and alphabit battery of statistical tests. The
autocorrelation for 60 Gb of data is shown in Fig. S4, in which
the raw autocorrelation is also shown. In addition, we apply
the Alphabit battery in a similar fashion as in [5]. We take 60
sequences of 1 Gb each and measure the failure rate (which is
approximately 2% for an ideal random sequence). The gener-
ated strings are within 2% range for all the 17 tests of the battery.
Another run with ∼ 100 Gb of data also passes successfully both
the correlation and the Alphabit tests.
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