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#### Abstract

This paper examines the short-and long-run relationships between visitor arrivals to Fiji, real disposable incomes, and own-hotel price and substitute hotel price for the period 1970-2000, using the bounds testing approach to cointegration and error correction models. The paper's main contribution is that it generates bounds $F$ statistic critical values specific to the study's sample size (31 observations) and finds that critical values are 35.5\% higher than those reported in Pesaran et al. (2001) for 1000 observations and $17.1 \%$ higher than those reported in Pesaran and Pesaran (1997) for 500 observations for a model with 4 regressors and an intercept. In the light of this, we tabulate critical values for sample sizes ranging from $\mathbf{3 0}$ observations to 80 observations, which will be useful for future researchers using the bounds testing approach to cointegration.
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## INTRODUCTION

The tourism industry in Fiji has become the largest and fastest growing industry and is in the vanguard of economic development. In a recent study, using a computable general equilibrium model, Narayan (2003) finds that for every 10,000 new visitor arrivals, real gross domestic product (GDP) increases by 0.35 percent while real national welfare of Fijians increases by 0.51 percent.

Tourism eamings in Fiji have increased substantially, from F\$108 million in 1980 to F $\$ 521$ million in 2001. Total receipts from tourism as a proportion of total export receipts have also been at healthy levels: valued at around 25 percent in 1980, they increased to around 30 percent by 1990, and in 2001 they were valued at over 38 percent of total export receipts. Similarly, tourism receipts as a percentage of GDP have increased substantially from around 11 percent in 1980 to around 20 percent by 1992, settling at around 25 percent in 2001. The industry provides direct and indirect employment to around 40,000 people (Ministry of Tourism 1997). In this light, the industry is increasingly seen as a catalyst for economic growth and a significant element for structural change in Fiji's economy.

The main sources of tourists for Fiji are Australia, USA, New Zealand, Canada, UK, Europe, Japan, and the Pacific Island Countries. Of these countnes, Australia, New Zealand and USA are the major tourist source markets, accounting for over 60 percent of tourists to Fiji (Narayan, 2002).

The central aim of this paper is to examine the determinants of tourist artivals to Fiji from its three main source countries using the bounds testing approach to
cointegration. In using the single equation framework, our study is an advance over existing studies (see, for instance, Gounder, 1991, 2001, 2002; Pattichis, 1999; Tang and Nair, 2002; Tang, 2001, 2002; Fedderke and Liu, 2002; Caporale and Chiu, 1999, Alam and Quazi, 2003; Mah, 2000) using the bounds testing approach because we calculate bounds F-statistic critical values specific to our sample size. This is an important exercise given that existing critical values are based on sample sizes of 500 observations (Pesaran and Pesaran, 1997) and 1000 observations (Pesaran et al., 2001). By calculating critical values specific to our sample size, we ensure that inferences regarding cointegration are correct. Our main finding from this exercise is that the critical values for small samples sizes differ substantially from those available. Hence, we tabulate critical values for sample sizes ranging from 30 observations to $\mathbf{8 0}$ observations.

## MODEL SPECIFICATION

Consistent with previous empirical studies on tourism demand modeling, the proposed model for Fiji's tourism demand from its main tourist source markets is of the form:
$\ln V A_{y, t}=\alpha_{0}+\alpha_{1} \ln G D I_{i, \lambda}+\alpha_{2} \ln H P I_{i j, 1}+\alpha_{3} \ln P F B_{i}+\alpha_{4} \ln T C_{i j,}$ $+\alpha_{5} \operatorname{Coup}_{j, s}+\varepsilon_{t}$
where $\quad i=1,2,3$ (Australia, New Zealand and USA respectively) is the country of origin and $j$ is the destination country (Fiji);
$\ln V A_{i j}$ is the $\log$ of tourist (visitor) arrivals to Fiji in year $t$;
$\ln G D I_{i,}$ is the $\log$ of per capita real gross disposable income of the origin country in year $t$,
$\ln H P I_{y,}$, is the log of hotel price index. ${ }^{\prime}$ It is measured as the hotel price in Fiji relative to country $i$ in year ;
$\ln P F B_{i}$ is the $\log$ of the total cost of holidaying ${ }^{2}$ in Fiji relative to Bali for a tourist from country $i$ in year $t^{3}$;
$\ln T C_{y,}$ is the $\log$ of the real airfares between Sydney, Auckland and Los Angeles to Nadi (Fiji);
$\operatorname{Coup}_{j}$, is a dummy variable used to capture the effects of coups d'êtat in Fiji, taking the value of $\mathbf{1}$ in the year of the coup and 0 otherwise;
$\varepsilon_{t}$ is the error term; and $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ are the elasticities to be estimated.

Previous studies have used either visitor arrivals or visitor expenditures as a dependent variable (Crouch 1994). This study uses the number of visitor arrivals from the origin country (Australia, New Zealand and USA, respectively) to Fiji in the years 1970 to 2000 inclusive.

The selection of independent variables was determined by reviewing previous empirical studies (Kulendran 1996; Kulendran and King 1997; Seddighi and Shearing 1997; Lim and McAleer 2001; among others). In a survey of 100 empirical studies on tourism demand modelling, Lim (1997) found that income and price were the most commonly used explanatory variables. This study includes both of these variables. For
the price variable, this study uses the hotel price index as a measure of the costs to a tourist in both the destination and origin country since the bulk of tourist expenditure is on accommodation and food.

Income: Economic theory suggests that one of the major determinants of demand for travel is the income of tourists in the origin country. The per capita real disposable income of the origin country was used in this analysis. Demand theory states that, as per capita incomes rise, more people are likely to travel. An increase in real per capita income in the origin country will increase the number of people visiting Fiji from Australia, New Zealand and USA. Hence, the expected sign of the estimated coefficient on per capita real income is positive.

Substitute price: The World Bank (1995) and the Fiji Ministry of Tourism (1997) identified Bali as one of Fiji's main competitors for tourists from Australia, New Zealand and USA. The underlying assumption is that for residents from these countries, Bali is a good substitute destination for Fiji because Bali and Fiji have many features in common, such as sandy beaches and climate. As the total cost of holidaying in Fiji increases relative to Bali there will be a fall in tourist arrivals to Fiji from its main source markets.

Own-price: The second price variable in the model is the hotel price (hotel price in Fiji relative to the tourist source country) based on the assumption that, with an increase in the cost of hotel price in Fiji relative to its source market, tourists may prefer spending their vacation at home. As the hotel price in Fiji relative to its main source markets increases there will be a fall in tourists to Fiji.

Transport cost: the one-way real economy class airfares between Sydney, Auckland and Los Angeles to Fiji are also incorporated in the model. The underlying assumption is that, as the cost of travel between Fiji and its main tourist source markets increases, there will be a fall in tourists coming to Fiji from these countries.

Demand theory also implies that the demand for tourism is affected by other special factors such as political unrest, economic recession and mega events (Leob, 1982; Lee et al, 1996). Coups d' e tat in Fiji is used as a dummy variable to capture its effects on visitor arrivals; its estimated coefficient is expected to have a negative sign. This is because coups $d^{\prime}$ e tat lead to political instability and threats to personal security, all of which deter tourists from travelling to affected destinations.

Annual data are used for the period 1970 to 2000 . Visitor arrival figures and expenditure on accommodation and food are published by the Fiji Bureau of Statistics (FBOS) - Current Economic Stotistics, while tourist expenditures on accommodation and food for other countries are available from various country-based statistical publications. Gross disposable income for all countries is published in the $O E C D$ Main Economic Indicators, and data on Bali are extracted from Statistika Indonesia. Finally, data on airfares are available in the $A B C$ World Airways Guide/OAG World Airways Guide (Red Book), published by the Reed Group.

## METHODOLOGY

The methodology used here is based on the recently developed autoregressive distributed lag (ARDL) ${ }^{4}$ framework (Pesaran and Shin, 1995, 1999; Pesaran et al, 1996; Pesaran, 1997; Pesaran et al., 1998) which does not involve pre-testing
variables, thereby obviating uncertainty. ${ }^{5}$ Put differently, the ARDL approach to testing for the existence of a relationship between variables in levels is applicable irrespective of whether the underlying regressors are purely $l(0)$, purely $/(1)$, or mutually cointegrated. The statistic underlying the procedure is the Wald or F-statistic in a generalised Dickey-Fulier regression, which is used to test the significance of lagged levels of the variables in a conditional unrestricted equilibrium correction model (ECM) (Pesaran et al., 2001: 1).

The estimates obtained from the ARDL method of cointegration analysis are unbiased and efficient given the fact that: (a) it can be applied to studies that have a small sample, such as the present study; (b) it estimates the long-run and short-run components of the model simultaneously, removing problems associated with omitted variables and autocorrelation; (c) the ARDL method can distinguish between dependent and indepedent variables.

Suppose that with respect to our model (equation 1), theory predicts that there is a long-run relationship among $\ln V A, \ln G D P, \ln H P I, \ln P F B$ and $\ln T C$. Without having any prior information about the direction of the long-run relationship among the variables, the following unrestricted error correction (EC) regressions are estimated, considering each of the variables in turn as the dependent variable:

$$
\begin{align*}
& \Delta \ln V A_{i j, t}=a_{0 V A}+\sum_{\rho=1}^{n} b_{p V A} \Delta \ln V A_{i j \lambda-\rho}+\sum_{p=0}^{n} c_{p V A} \Delta \ln G D I_{i, \lambda-\rho} \\
& +\sum_{p=0}^{n} d_{p V A} \Delta \ln H P I_{i j, i-p}+\sum_{p=0}^{n} e_{p V A} \Delta \ln P F B_{i-p}  \tag{2a}\\
& +\sum_{\rho=0}^{n} f_{p V A} \Delta \ln T C_{i j t-p}+\lambda_{1 V A} \ln V A_{i j,-1}+\lambda_{2 V A} \ln G D I_{i,-1} \\
& +\lambda_{3 V A} \ln H P I_{i j t-1}+\lambda_{4 V A} \ln P F B_{t-1}+\lambda_{5 V A} \ln T C_{i j, t-1}+\varepsilon_{1,}
\end{align*}
$$

$$
\begin{align*}
& \Delta \ln G D I_{i, 4}=a_{0 G D I}+\sum_{p=1}^{n} b_{p G D I} \Delta \ln G D I_{i,-p}+\sum_{p=0}^{\pi} c_{p G D I} \Delta \ln V A_{i j, t-p} \\
& +\sum_{p=0}^{n} d_{p G D I} \Delta \ln H P I_{t y t-p}+\sum_{p=0}^{n} e_{p G D I} \Delta \ln P F B_{t-p}  \tag{2b}\\
& +\sum_{p=0}^{n} f_{p G D I} \Delta \ln T C_{y, t-\rho}+\lambda_{1 G D I} \ln V A_{i j,-1}+\lambda_{2 G D I} \ln G D I_{t,-1} \\
& +\lambda_{3 G D} \ln H P I_{y, t-1}+\lambda_{4 G D I} \ln P F B_{t-1}+\lambda_{S G D t} \ln T C_{i j,-1}+\varepsilon_{2 t} \\
& \Delta \ln H P I_{y, t}=a_{0 H P I}+\sum_{p=1}^{n} b_{p H P I} \Delta \ln H P I_{y,-p}+\sum_{p=0}^{n} c_{p H P I} \Delta \ln G D I_{t,-p} \\
& +\sum_{\rho=0}^{n} d_{p H P t} \Delta \ln V A_{y, 1-p}+\sum_{p=0}^{n} e_{p H P P} \Delta \ln P F B_{t-p}+\sum_{p=0}^{n} f_{p H P t} \Delta \ln T C_{i, t-p}  \tag{2c}\\
& +\lambda_{1 A P I} \ln V A_{y,-1}+\lambda_{2 H P I} \ln G D I_{t,-1}+\lambda_{3 H P I} \ln H P I_{j, j,-1} \\
& +\lambda_{A H P I} \ln P F B_{t-1}+\lambda_{\text {sHPt }} \ln T C_{y, t-1}+\varepsilon_{3 t}
\end{align*}
$$

$\Delta l n P F B_{1}=a_{0 P F B}+\sum_{p=1}^{n} b_{p P F B} \Delta \ln P F B_{1-p}+\sum_{p=0}^{n} c_{p P F B} \Delta \ln H P I_{y,-p}$
$+\sum_{p=0}^{n} d_{p P F B} \Delta \ln G D I_{1,-p}+\sum_{p=0}^{n} e_{p P F B} \Delta \ln V A_{i j,-p}+\sum_{p=0}^{n} f_{p P F B} \Delta \ln T C_{i y,-p}$
$+\lambda_{1 P F B} \ln V A_{i_{i t-1}}+\lambda_{2 P F B} \ln G D I_{I_{1,-1}}+\lambda_{3 P F B} \ln H P I_{t, t-1}$
$+\lambda_{4 P F B} \ln P F B_{i-1}+\lambda_{S P F B} \ln T C_{i j,-11}+\varepsilon_{45}$
$\Delta \ln T C_{b j}=a_{0 r c}+\sum_{p=1}^{n} b_{p r c} \Delta \ln T C_{y, 1-p} \sum_{p=0}^{n} c_{p \pi C} \Delta \ln P F B_{t-p}$
$+\sum_{\rho=0}^{n} d_{p r c} \Delta \ln H P I_{y, t-p}+\sum_{p=0}^{n} e_{p \pi c} \Delta \ln G D I_{1,1-p}+\sum_{p=0}^{n} f_{p r C} \Delta \ln V A_{y, t-p}$
$+\lambda_{1 \pi C} \ln V A_{\psi,-1}+\lambda_{2 \pi} \ln G D I_{i, k-1}+\lambda_{3 \pi} \ln H P I_{t, \lambda-1}$
$+\lambda_{4 \pi c} \ln P F B_{t-1}+\lambda_{5 \pi} \ln T C_{y, t-1}+\varepsilon_{51}$

The F tests are used for testing the existence of long-run relationships. When long-run relationships exist, the $F$ test indicates which variable should be normalised. The null
hypothesis for no cointegration among the variables in Equation (2a) is $H_{0}: \lambda_{1 V A}=\lambda_{2 V A}=\lambda_{3 V A}=\lambda_{4 V A}=\lambda_{3 V A}=0$ against the altermative hypothesis $H_{1}: \lambda_{1 V A} \neq \lambda_{2 V A} \neq \lambda_{3 V A} \neq \lambda_{4 V A} \neq \lambda_{S V A} \neq 0$. This can also be denoted as: $F_{V A}(V A \mid G D I, H P I, P F B, T C)$. Similarly, the $F$ test for the nonexistence of the long-run relationship in Equation
$H_{0}: \lambda_{1 G D I}=\lambda_{2 G D I}=\lambda_{3 G D I}=\lambda_{4 G D I}=\lambda_{S G D I}=0$ is denoted by $F_{G D I}(G D I \mid V A, H P I, P F B, T C)$, and so forth.

The $F$-test has a non-standard distribution which depends upon (i) whether variables included in the ARDL model are $I(0)$ or $I(1)$, (ii) the number of regressors, and (iii) whether the ARDL model contains an intercept and/or a trend. Critical values are reported by Pesaran and Pesaran (1997) and Pesaran er al. (2001). However, these critical values are generated for sample sizes of 500 and 1000 observations and 20,000 and $\mathbf{4 0 , 0 0 0}$ replications, respectively. Given the relatively small sample size in our study ( 31 observations), we calculate critical values specific to our sample size. To this end, we use the same GAUSS code used to generate the original set of critical values.

The critical value bounds are calculated using stochastic simulations for $\mathrm{T}=31$ and 40,000 reptications for the F-statistic. The F-statistic is used for testing the null hypothesis $\psi=\delta_{1}=\delta_{2}=\ldots=\delta_{k}=0$ in a model with an intercept but no trend. In the Pesaran et al. (2001: T3) terminology, a model with an intercept and no trend is referred to as Case II, and has the following form:

$$
\begin{equation*}
\Delta y_{t}=\beta_{0}+\psi y_{t-1}+\sum_{i=1}^{k} \delta_{i} x_{i, t-1}+\varepsilon_{t} \tag{3}
\end{equation*}
$$

Here, $t=1, \ldots T ; x_{t}=\left(x_{1 t}, \ldots, x_{k t}\right)^{\prime}$ and $z_{t-1}=\left(y_{t-1}, x_{t-1}^{\prime}, 1\right)^{\prime}, w_{t}=0$. The variables $y_{t}$ and $x_{t}$ are generated from $y_{t}=y_{t-1}-\varepsilon_{1 t}$ and $x_{t}=P x_{t-1}-\varepsilon_{2 t}, t=1, \ldots, T$, $y_{0}=0, x_{0}=0$ and $\varepsilon_{t}=\left(\varepsilon_{1 t}, \varepsilon_{2 t}^{\prime}\right)$ is drawn as $(k-1)$ independent standard normal variables. If $x_{t}$ is purely $I(t)$, i.e. integrated of order one, $\mathrm{P}=I_{k}$. On the other hand, $\mathrm{P}=0$ if $x_{t}$ is purely $I(0)$, i.e. if it is integrated of order zero. The critical values for $k=0$ correspond to those for the Dickey and Fuller (1981) unit root F-statistics. Two sets of critical values are generated and presented. One set refers to the $I(1)$ series and the other for the $I(0)$ series. Here, critical values for the $I(1)$ series are referred to as the upper bound critical values, while the critical values for the $I(0)$ series are referred to as the lower bound critical values.

If the computed $F$ statistics falls outside the critical bounds, a conclusive decision can be made regarding cointegration without the need for knowing the order of integration of the regressors. For instance, if the empirical analysis shows that the estimated $F_{v A}($.$) is higher than the upper bound of the critical value, then the null hypothesis of$ no cointegration is rejected. When the computed $F$ statistic falls inside the upper and lower bounds, a conclusive inference cannot be made without knowing the order of integration of the underlying regressors. ${ }^{6}$ In other words, unit root tests of the variables need to be conducted before proceeding with the ARDL technique.

Given that a long-run relationship exists, a further two-step procedure to estimate the model is undertaken. These steps are explained below.

## Longron and short-run elasticities

Having found a long-run relationship (cointegration), equation (I) is estimated using the following ARDL ( $m, n, p, q, r$ ) model:

$$
\begin{align*}
& \ln V A_{i j, s}=\alpha_{0}+\sum_{\rho=1}^{m} \alpha_{1} \ln V A_{i j,-p}+\sum_{\rho=0}^{n} \alpha_{2} \ln G D I_{i s-p}+\sum_{\rho=0}^{p} \alpha_{3} \ln H P I_{i, s-\rho}  \tag{4}\\
& +\sum_{p=0}^{q} \alpha_{4} \ln P F B_{j-p}+\sum_{\rho=0}^{r} \alpha_{5} \ln T C_{i j, s-p}+\omega_{1}
\end{align*}
$$

Here all variables are as previously defined. The orders of the lags in the ARDL model are selected by either the Akaike Information criterion (AIC) or the Schwarz Bayesian criterion (SBC), before the selected model is estimated by ordinary least squares. We use the SBC criterion in lag selection. For annual data, Pesaran and Shin (1999) recommend choosing a maximum of 2 lags. From this, the lag length that minimises SBC is selected.

In the presence of cointegration, short-run elasticities can also be derived by constructing an error correction model of the following form:

$$
\begin{align*}
& \Delta \ln V A_{i j,}=\beta_{0}+\sum_{p=1}^{n} \beta_{1} \Delta \ln V A_{j, r-p}+\sum_{p=0}^{n} \beta_{2} \Delta \ln G D I_{i s-p} \\
& +\sum_{p=0}^{n} \beta_{3} \Delta \ln H P I_{y, i-p}+\sum_{p=0}^{n} \beta_{4} \Delta \ln P F B_{i-p}+\sum_{p=0}^{n} \beta_{5} \Delta \ln T C_{b, t-p}  \tag{5}\\
& +\beta_{6} \text { Coup }_{s}+\psi E C M_{j, t-1}+\vartheta_{1}
\end{align*}
$$

where $E C M_{j, t}$ is the error correction term, defined as

$$
\begin{align*}
& E C M_{y, t}=\ln V A_{y,}-\alpha_{0}-\sum_{\rho=1}^{m} \alpha_{1} \ln V A_{y, \lambda-p}-\sum_{p=0}^{n} \alpha_{2} \ln G D I_{i, s-p}  \tag{6}\\
& -\sum_{\rho=0}^{p} \alpha_{3} \ln H P I_{y, \lambda-p}-\sum_{\rho=0}^{\ell} \alpha_{4} \ln P F B_{t-p}-\sum_{p=0}^{\infty} \alpha_{5} \ln T C_{i j, 1-p}
\end{align*}
$$

Here $\Delta$ is the first difference operator; $\beta$ 's are the coefficients relating to the shortrun dynamics of the model's convergence to equilibrium, and $\psi /$ measures the speed of adjustment.

## INTERPRETATION OF THE RESULTS

In the first step we estimate equations (2a-2e) to examine the long-run relationships among the variables in model I. Since the observations are annual, we choose 2 as the maximum order of lags in the ARDL and estimate for the period 1970-2000. The calculated F-statistics for model 1 are reported in Table 1. The critical values are reported in Table 2. The calculated F-statistic when visitor arrivals to Fiji from its main source markets is the dependent variable, $F_{V A}($.$) , is higher than the upper bound$ critical value at the 5 percent level of significance (4.73. Table 2) for Australia and New Zealand. For example, in the case of Australian demand for Fiji tourism, $F_{V A}()=$.5.08 . In the case of New Zealand demand for Fiji tourism, $F_{V A}()=$.4.90 . In the case of US demand for Fiji tourism, $F_{V_{A}}()=$.4.16 , which is greater than the critical value at the 10 percent level (3.92) of significance. This implies that the null hypothesis of no cointegration cannot be accepted at the 10 percent level or better and that there is indeed a cointegration relationship among the variables in model 1. Notice also that when the other variables in model I, for all three countries, are used
as a dependent variable, the F-statistics are smaller than the lower bound critical values. According to Pesaran et al. (2001), this implies that there is a unique long run equilibrium in model I for the demand for Fiji's tourism from its source markets.

## INSERT TABLE 1

Next we compare the critical values generated with 31 observations and the critical values reported in Pesaran et al. (2001) based on 1000 observations. The upper bound critical value at the 5 percent significance level for 31 observations with 4 regressors is 4.73 (Table 2). The corresponding critical value for 1000 observations is 3.49 (Table 3). This indicates that the critical value for 1000 observations is $35.5 \%$ lower than for 31 observations.

## INSERT TABLES 2-3

Meanwhile, the critical values reported in Pesaran and Pesaran (1997), while close to the critical values generated for 31 observations, are still an underestimation because they are based on 500 observations. For instance, the upper bound critical value at the 5 percent level with 4 regressors is 4.04 , which is 17.1 percent less than that for 31 observations.

This comparison reveals two things. One, it justifies our exercise of re-estimating critical values specific to our sample size. In doing so, it is clear that we have achieved a reliable conclusion regarding cointegration. Two, it questions the extant literature which has used the bounds testing approach to cointegration using small sample sizes. ${ }^{7}$ Given this, we are motivated to ensure that future studies (both tourism and non-tourism based) draw reliable conclusions regarding cointegration. To this end, we compute a new set of critical values for sample sizes ranging from 30 observations to 80 observations (see Appendix A).

The empirical results of the long-run tourism demand model for Fiji's three main tourist source countries, oblained by normalising on visitor arrivals, are presented in Table 4. All variables appear with the correct sign. Clearly, incomes of origin countries, travel costs, own-price and substitute prices are influential in determining visitor arrivals to Fiji. However, the magnitudes of the estimated elasticities vary across markets.

INSERT TABLE 4

Fiji is likely to gain as gross disposable incomes in origin countries rise: the results imply that a $1 \%$ increase in income will lead to $3.6 \%, 3.1 \%$ and $4.3 \%$ increases in visitor arrivals from Australia, New Zealand and USA, respectively. New Zealanders seem to be more responsive to an increase in the cost of travel to Fiji $(-3.4 \%)$. On the other hand, all countries react negatively to an increase in the cost of holidaying in Fiji relative to Bali. The results imply that with a $1 \%$ increase in the cost of holiday in Fiji relative to Bali, visitor arrivals from Australia, New Zealand and USA will fall by $2.5 \%, 2.4 \%$ and $5 \%$, respectively. However, this result, while statistically significant at the $1 \%$ level for Australian and New Zealand demand for Fiji tourism. From this, we can conclude that Bali is indeed a substitute destination for Fiji tourism with respect to tourists coming from Australia and New Zealand.

Lasily, the hotel price index is also negatively related to visitor arrivals to Fiji. New Zealanders and Americans are less responsive to the hotel price difference than Australians. The message, however, is clear: Fiji needs to maintain price competitiveness for the growth and development of its tourism industry.

The results of the error correction model for Australia, New Zealand and USA are presented in Table 5. The results indicate that growth in income in origin countries impacts positively on visitor arrivals. However, this result is only significant in the case of visitors from USA. The transport cost variable impacts negatively upon visitor arrivals in the short rum, the result being significant at the $10 \%$ level only in the case of visitors from New Zeatand. Finally, as expected, coups tend to have a significant negative effect on visitor arrivals. In the year of a coup, visitor arrivals from Australia fall by around 19 percent, from New Zealand by around 25 percent, and from the USA by around 47 percent.

We applied a number of diagnostic tests to the error correction model (Table 5). There is no evidence of autocorrelation in the disturbances. The model passes the JarqueBera normality test, suggesting that the errors are normally distributed. The RESET test indicates that the model is correctly specified, while the F-tests for forecast indicate the predictive power and accuracy of the model.

## INSERT TABLE 5

The stability of the regression coefficients is evaluated using the cumulative sum (CUSUM) and the cumulative sum of squares (CUSUMSQ) tesst for structural stability (Brown et al., 1975). The regression equation appears stable as neither the CUSUM nor CUSUMSQ test statistics exceed the bounds at the $5 \%$ level of significance.

Granger (1986) notes that the existence of a significant error correction term is evidence of casuality in at least one direction. The lagged error correction term
$E C M_{t-1}$ is negative and significant at the $1 \%$ level for all countries. The coefficients of $-0.2731,-0.2886$ and -0.1658 for Australia, New Zealand and the USA, respectively, indicate a moderate rate of convergence to equilibrium.

## Conclusions and policy implications

In this paper, we have used the bounds testing approach to cointegation (developed within an autoregressive distributed lag framework) to investigate whether a long-run equilibrium relationstip exists between visitor arrivals, prices and income. The main contribution of this paper is that we calculate critical values for the bounds F-statistics specific to our sample size ( 31 observations). This as an important exercise as existing critical values are based on either 500 observations (Pesaran and Pesaran, 1997) or 1000 observations (Pesaran et al., 2001). On comparing the critical values generated from estimating a tourism demand model for Fiji , we find that they are $17.1 \%$ higher that those reported in Pesaran and Pesaran (1997) and 35.5\% higher than those reported in Pesaran ef $\boldsymbol{a l}$., (2001) for a model with 4 regressors and an intercept. This result questions the reliability of existing studies. As a remedy, that is, to ensure that future studies applying the bounds testing approach draw reliable conclusions regarding cointegration, we provide a new set of critical values for sample sizes ranging from 30 observations to 80 observations.
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## TABLES

Table 1: F-statistics for cointegration relationship in Model 1

| Statistic | Australia | New Zealand | USA |
| :--- | :---: | :---: | :---: |
| $F_{V A}()$. | 5.0777 | 4.9032 | 4.1588 |
| $F_{G D I}()$. | 0.2068 | 1.5884 | 0.8879 |
| $F_{T C}()$. | 1.1413 | 1.7115 | 1.6302 |
| $F_{H P I}()$. | 1.0292 | 1.3538 | 1.5047 |
| $F_{P F B}()$. | 1.5969 | 0.9370 | 1.3790 |

Table 2: Critical values for the F-test
Critical values for $I(0)$ series

| Significance level |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $20 \%$ | $10 \%$ | $5 \%$ | $2.5 \%$ | $1 \%$ | mean | var |
| 0 | 3.0450 | 4.0200 | 5.0650 | 6.1050 | 7.4850 | 2.1000 | 4.6650 |
| 1 | 1.1800 | 1.6900 | 2.2267 | 2.8133 | 3.6267 | 0.7467 | 1.7633 |
| 2 | 1.2600 | 1.7350 | 2.2300 | 2.7400 | 3.4150 | 0.8300 | 2.0850 |
| 3 | 1.3080 | 1.7520 | 2.2040 | 2.6620 | 3.2980 | 0.8820 | 2.3780 |
| 4 | 1.3300 | 1.7517 | 2.1650 | 2.6000 | 3.1900 | 0.9167 | 2.5850 |
| 5 | 1.1400 | 1.5014 | 1.8557 | 2.2286 | 2.7343 | 0.7857 | 2.2157 |
| 6 | 1.1800 | 1.5213 | 1.8763 | 2.2438 | 2.7400 | 0.8250 | 2.4700 |
| 7 | 1.3733 | 1.7400 | 2.1144 | 2.5000 | 3.0411 | 0.9822 | 3.2478 |
| 8 | 1.3840 | 1.7480 | 2.1110 | 2.4920 | 2.9980 | 0.9980 | 3.5100 |
| 9 | 1.3936 | 1.7545 | 2.1282 | 2.4936 | 3.0627 | 1.0145 | 3.8555 |
| 10 | 1.4000 | 1.7650 | 2.1383 | 2.4983 | 3.0025 | 1.0275 | 4.1450 |

Critical values for $I(1)$ series

| Significance level |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $20 \%$ | $10 \%$ | $5 \%$ | $2.5 \%$ | $1 \%$ | mean | var |
| 0 | 4.9200 | 6.8100 | 8.7800 | 10.7200 | 13.3600 | 3.0900 | 8.5900 |
| 1 | 3.8800 | 5.0900 | 6.3100 | 7.5400 | 9.1400 | 2.5800 | 7.5400 |
| 2 | 3.4967 | 4.4633 | 5.4333 | 6.4000 | 7.8433 | 2.4200 | 7.6300 |
| 3 | 3.2825 | 4.1350 | 4.9600 | 5.8625 | 7.0075 | 2.3375 | 7.8525 |
| 4 | 3.1700 | 3.9220 | 4.7300 | 5.5140 | 6.5600 | 2.2940 | 8.3400 |
| 5 | 3.0800 | 3.8283 | 4.5600 | 5.3100 | 6.3200 | 2.2767 | 8.9500 |
| 6 | 3.0557 | 3.7571 | 4.4371 | 5.1314 | 6.1171 | 2.2629 | 9.5571 |
| 7 | 3.0075 | 3.6850 | 4.3788 | 5.0663 | 6.1375 | 2.2525 | 10.3888 |
| 8 | 2.9889 | 3.6644 | 4.3167 | 5.0589 | 5.9833 | 2.2511 | 11.2211 |
| 9 | 2.9690 | 3.6570 | 4.3340 | 5.0060 | 5.9980 | 2.2550 | 12.2210 |
| 10 | 2.9618 | 3.6364 | 4.3264 | 5.0382 | 6.0509 | 2.2573 | 13.3764 |

[^1]Table 3: F-test critical values from Pesaran et al (2001: T1)

|  | 10 percent |  | 5 percent |  | I percent |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| $k$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ |
| 4 | 2.20 | 3.09 | 2.56 | 3.49 | 3.29 | 4.37 |

Source: The critical value bounds are from Tabie CI.ii (Pesaran et al., 2001: Tl). * $k$ is the number of regressors.

Table 4: Econometric results for the long-run model (visitor arrivals is the dependent variable), 1970-2000

| Variables | Australia | New Zealand | USA |
| :--- | :---: | :---: | :---: |
| Constant | 13.7927 | 18.8153 | $15.5039^{*}$ |
|  | $(0.9622)$ | $(1.2110)$ | $(1.9251)$ |
| Income (GDI) | $3.5903^{* * *}$ | $3.0717^{* * *}$ | $4.3562^{* *}$ |
|  | $(3.2212)$ | $(2.9872)$ | $(2.4223)$ |
| Cost of travel (TC) | $-1.1371^{*}$ | $-3.4159^{*}$ | $-1.9780^{* * *}$ |
|  | $(-1.9255)$ | $(-1.8992)$ | $(2.2109)$ |
| Relative hotel price (HPI) | $-2.0067^{* *}$ | $-0.5967^{*}$ | $-0.8983^{*}$ |
|  | $(2.4110)$ | $(1.9622)$ | $(1.8622)$ |
| Substitute price (PFB) | $-2.4941^{* * *}$ | $-2.4057^{* * *}$ | $-5.0578^{*}$ |
|  | $(-3.8226)$ | $(-3.1058)$ | $(-1.6223)$ |

Note: $\left.{ }^{(4 *}\right)^{* * *}$ denotes stalistical significance at the 10 percent, 5 percent and i percent levels respectively. "denotes statistical significance at the 20 percent level.

Table 5: The error correction model for Australia, New Zealand and the United States

| Variables | Australia | New Zealand | USA |
| :---: | :---: | :---: | :---: |
| Constant | $\begin{gathered} 0.0010 \\ (0.0354) \end{gathered}$ | $\begin{gathered} 0.0107 \\ (0.6017) \end{gathered}$ | $\begin{gathered} -0.2678 \\ (4.8581)^{* * *} \end{gathered}$ |
| $\Delta \ln V A_{t-\mathrm{t}}$ | $\begin{gathered} 0.0172 \\ (0.0817) \end{gathered}$ | $\begin{gathered} -0.3022 \\ (-2.3926)^{* *} \end{gathered}$ | $\begin{gathered} -0.0420 \\ (0.3585) \end{gathered}$ |
| $\Delta \ln G D I_{\text {, }}$ | $\begin{gathered} 0.5075 \\ (0.7146) \end{gathered}$ | $\begin{gathered} 0.3403 \\ (0.4505) \end{gathered}$ | $\begin{gathered} 2.1325 \\ (3.7720)^{* * *} \end{gathered}$ |
| $\triangle \ln G D I_{r-1}$ | $\begin{array}{r} -0.9884 \\ (1.1794) \end{array}$ |  |  |
| $\triangle \ln T C$, | $\begin{aligned} & -0.3711 \\ & (1.2708) \end{aligned}$ | $\begin{gathered} -0.3607 \\ (1.7254)^{*} \end{gathered}$ | $\begin{gathered} -0.3485 \\ (1.0950) \end{gathered}$ |
| $\triangle \ln P F B_{i}$ | $\begin{gathered} -0.4213 \\ (1.2397) \end{gathered}$ | $\begin{gathered} 0.2688 \\ (1.5110) \end{gathered}$ | $\begin{gathered} -0.4645 \\ (1.5404) \end{gathered}$ |
| $\Delta \ln \mathrm{PFB}_{\text {t-1 }}$ |  | $\begin{gathered} 0.5744 \\ (2.4515)^{* *} \end{gathered}$ |  |
| $\Delta \ln H P I_{t}$ |  | $\begin{gathered} 0.0254 \\ (0.1932) \end{gathered}$ | $\begin{gathered} -0.0683 \\ (-0.4307) \end{gathered}$ |
| $\Delta \\|^{\prime} H P I_{t-1}$ | $\begin{gathered} -0.8373 \\ \left(3.0656^{* *}\right. \end{gathered}$ | $\begin{aligned} & 0.21855 \\ & (1.6487) \end{aligned}$ | $\begin{gathered} 0.5024 \\ (3.3771)^{* * *} \end{gathered}$ |
| Coups | $\begin{gathered} -0.1950 \\ (3.0076)^{* * *} \end{gathered}$ | $\begin{gathered} -0.2540 \\ (3.8372)^{* * *} \end{gathered}$ | $\begin{gathered} -0.4718 \\ (5.4920)^{* * *} \end{gathered}$ |
| $E C M_{t-1}$ | $\begin{gathered} -0.2731 \\ (4.0309)^{* * *} \\ \hline \end{gathered}$ | $\begin{gathered} -0.2886 \\ (6.7588)^{* * *} \end{gathered}$ | $\begin{gathered} -0.1658 \\ (5.5379)^{* * *} \\ \hline \end{gathered}$ |
| Diagnostic tests |  |  |  |
| $\bar{R}^{2}$ | 0.5480 | 0.8292 | 0.6600 |
| $\sigma$ | 0.1023 | 0.0769 | 0.1135 |
| $\chi_{\text {Atto }}^{2}(2)$ | 4.3857 | 0.3888 | 5.8598 |
| $\chi_{\text {Norm }}^{2}$ (2) | 1.0691 | 1.0657 | 0.1951 |
| $\chi_{\text {Hpave }}^{2}(17),(17),(15)$ | 18.2681 | 21.3236 | 15.9227 |
| $\chi_{\text {RESET }}^{2}$ (2) | 4.4940 | 2.6616 | 0.2368 |
| $F_{\text {Fowecast }}(6,19)$ | 1.0869 | 2.2713 | 0.6676 |

Notes: Where $\sigma$ is the standard entor of the regression; $\chi_{\text {amu }}^{2}(2)$ is the Breusch-Godfrey LM test for
 variables/finctional form; $\chi^{2}$ mour (17), (17), (15) is the White test for heteroscedasticity; $F_{\text {porasen }} 6,19$ ) is the Chow predictive failure lest (when calculating this test, 1995 was chosen as the starting point for forecasting). Critical value for $X^{2}(2)=5.99$.

## APPENDIX A

## A NEW SET OF CRITICAL VALUES

 FOR THE BOUNDS F-TESTAppendix A1: Critical values for the bounds test: Case II: restricted intercept and no trend

| 1 percent level |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k=0$ |  |  |  |  |  | $k=3$ |  | $k=4$ |  | $k=5$ |  | $k=6$ |  |  |  |
|  | I(0) | I(1) | I(0) | I(1) | I(0) | $I$ (1) |  | I(1) |  | $I(1)$ | $1(0)$ | I(1) |  | I( 1 ) | $I(0)$ | I(1) |
|  | 7.595 | 7.595 | 6.027 | 6.760 | 5.155 | 6.265 | 4.614 | 5.966 | 4.280 | 5.840 | 4.134 | 5.761 | 3.976 | 5.691 | 3.864 | 5.694 |
| 31 | 7.485 | 7.485 | 5.847 | 6.637 | 5.075 | 6.240 | 4.654 | 5.920 | 4.320 | 5.785 | 4.071 | 5.741 | 3.901 | 5.611 | 3.826 | 5.691 |
| 32 | 7.485 | 7.485 | 5.913 | 6.710 | 5.065 | 6.190 | 4.570 | 5.928 | 4.223 | 5.763 | 4.057 | 5.636 | 3.871 | 5.571 | 3.762 | 5.460 |
| 33 | 7.380 | 7.380 | 5.787 | 6.580 | 5.048 | 6.053 | 4.578 | 5.864 | 4.252 | 5.668 | 3.990 | 5.516 | 3.849 | 5.476 | 3.718 | 5.461 |
| 34 | 7.360 | 7.360 | 5.750 | 6.493 | 4.943 | 6.128 | 4.522 | 5.792 | 4.165 | 5.650 | 3.960 | 5.603 | 3.764 | 5.431 | 3.641 | 5.446 |
| 35 | 7.350 | 7.350 | 5.763 | 6.480 | 4.948 | 6.028 | 4.428 | 5.816 | 4.093 | 5.532 | 3.900 | 5.419 | 3.713 | 5.326 | 3.599 | 5.230 |
| 36 | 7.405 | 7.405 | 5.757 | 6.483 | 4.968 | 6.058 | 4.480 | 5.700 | 4.097 | 5.580 | 3.867 | 5.444 | 3.686 | 5.310 | 3.536 | 5.238 |
| 37 | 7.425 | 7.425 | 5.737 | 6.490 | 4.920 | 5.975 | 4.400 | 5.664 | 4.030 | 5.463 | 3.810 | 5.404 | 3.619 | 5.286 | 3.513 | 5.190 |
| 38 | 7.290 | 7.290 | 5.807 | 6.490 | 4.895 | 5.940 | 4.376 | 5.690 | 4.092 | 5.457 | 3.881 | 5.241 | 3.680 | 5.148 | 3.546 | 5.084 |
| 39 | 7.230 | 7.230 | 5.640 | 9.390 | 4.833 | 5.885 | 4.324 | 5.642 | 3.983 | 5.448 | 3.796 | 5.299 | 3.621 | 5.184 | 3.468 | 5.057 |
| 40 | 7.220 | 7.220 | 5.593 | 6.333 | 4.770 | 5.855 | 4.310 | 5.544 | 3.967 | 5.455 | 3.657 | 5.256 | 3.505 | 5.121 | 3.402 | 5.031 |
| 45 | 7.265 | 7.265 | 5.607 | 6.193 | 4.800 | 5.725 | 4.270 | 5.412 | 3.892 | 5.173 | 3.674 | 5.019 | 3.540 | 4.931 | 3.383 | 4.832 |
| 50 | 7.065 | 7.065 | 5.503 | 6.240 | 4.695 | 5.758 | 4.188 | 5.328 | 3.845 | 5.150 | 3.593 | 4.981 | 3.424 | 4.880 | 3.282 | 4.730 |
| 55 | 6.965 | 6.965 | 5.377 | 6.047 | 4.610 | 5.563 | 4.118 | 5.200 | 3.738 | 4.947 | 3.543 | 4.839 | 3.330 | 4.708 | 3.194 | 4.562 |
| 60 | 6.960 | 6.960 | 5.383 | 6.033 | 4.558 | 5.590 | 4.068 | 5.250 | 3.710 | 4.965 | 3.451 | 4.764 | 3.293 | 4.615 | 3.129 | 4.507 |
| 65 | 6.825 | 6.825 | 5.350 | 6.017 | 4.538 | 5.475 | 4.056 | 5.158 | 3.725 | 4.940 | 3.430 | 4.721 | 3.225 | 4.571 | 3.092 | 4.478 |
| 70 | 6.740 | 6.740 | 5.157 | 5.957 | 4.398 | 5.463 | 3.916 | 5.088 | 3.608 | 4.860 | 3.373 | 4.717 | 3.180 | 4.596 | 3.034 | 4.426 |
| 75 | 6.915 | 6.915 | 5.260 | 5.957 | 4.458 | 5.410 | 4.048 | 5.092 | 3.687 | 4.842 | 3.427 | 4.620 | 3.219 | 4.526 | 3.057 | 4.413 |
| 80 | 6.695 | 6.695 | 5.157 | 5.917 | 4.358 | 5.393 | 3.908 | 5.004 | 3.602 | 4.787 | 3.351 | 4.587 | 3.173 | 4.485 | 3.021 | 4.350 |

Appendix A2: Critical values for the bounds test: Case II: restricted intercept and no trend

| 5 percent level |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $n$ | $k=0$ |  | $k=1$ |  | $k=2$ |  | $k=3$ |  | $k=4$ |  | $k=5$ |  | $k=6$ | $k=7$ |
|  | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ |

Appendix A3: Critical values for the bounds test: Case II: restricted intercept and no trend

| 10 percent level |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | I(0) | I(1) | $I(0)$ | I(1) | $I(0)$ | I(1) | $I(0)$ | I(1) | I(0) | I(1) | $I(0)$ | $t(1)$ | $I(0)$ | I(1) | $I(0)$ | $I(1)$ |
| 30 | 4.025 | 4.025 | 3.303 | 3.797 | 2.915 | 3.695 | 2.676 | 3.586 | 2.525 | 3.560 | 2.407 | 3.517 | 2.334 | 3.515 | 2.277 | 3.498 |
| 31 | 4.020 | 4.020 | 3.273 | 3.800 | 2.890 | 3.680 | 2.662 | 3.578 | 2.518 | 3.513 | 2.386 | 3.479 | 2.303 | 3.483 | 2.256 | 3.454 |
| 32 | 4.030 | 4.030 | 3.273 | 3.780 | 2.885 | 3.670 | 2.646 | 3.566 | 2.493 | 3.497 | 2.384 | 3.469 | 2.293 | 3.448 | 2.238 | 3.443 |
| 33 | 4.025 | 4.025 | 3.260 | 3.780 | 2.880 | 3.653 | 2.644 | 3.548 | 2.482 | 3.472 | 2.367 | 3.447 | 2.284 | 3.428 | 2.229 | 3.399 |
| 34 | 4.005 | 4.005 | 3.240 | 3.767 | 2.868 | 3.633 | 2.626 | 3.550 | 2.465 | 3.472 | 2.361 | 3.433 | 2.274 | 3.399 | 2.216 | 3.392 |
| 35 | 3.980 | 3.980 | 3.223 | 3.757 | 2.845 | 3.623 | 2.618 | 3.532 | 2.460 | 3.460 | 2.331 | 3.417 | 2.254 | 3.388 | 2.196 | 3.370 |
| 36 | 3.995 | 3.995 | 3.247 | 3.773 | 2.863 | 3.610 | 2.618 | 3.502 | 2.460 | 3.435 | 2.346 | 3.384 | 2.264 | 3.369 | 2.206 | 3.360 |
| 37 | 3.980 | 3.98 | 3.253 | 3.747 | 2.865 | 3.608 | 2.622 | 3.506 | 2.458 | 3.432 | 2.339 | 3.396 | 2.240 | 3.361 | 2.187 | 3.336 |
| 38 | 3.995 | 3.995 | 3.243 | 3.730 | 2.838 | 3.590 | 2.598 | 3.484 | 2.448 | 3.418 | 2.323 | 3.376 | 2.233 | 3.35 | 2.172 | 3.321 |
| 39 | 3.985 | 3.985 | 3.230 | 3.727 | 2.833 | 3.570 | 2.596 | 3.474 | 2.442 | 3.400 | 2.316 | 3.371 | 2.224 | 3.339 | 2.169 | 3.306 |
| 40 | 3.955 | 3.955 | 3.210 | 3.730 | 2.835 | 3.585 | 2.592 | 3.454 | 2.427 | 3.395 | 2.306 | 3.353 | 2.218 | 3.314 | 2.152 | 3.296 |
| 45 | 3.950 | 3.950 | 3.190 | 3.730 | 2.788 | 3.540 | 2.560 | 3.428 | 2.402 | 3.345 | 2.276 | 3.297 | 2.188 | 3.254 | 2.131 | 3.223 |
| S0 | 3.935 | 3.935 | 3.177 | 3.653 | 2.788 | 3.513 | 2.538 | 3.398 | 2.372 | 3.320 | 2.259 | 3.264 | 2.170 | 3.220 | 2.099 | 3.181 |
| 55 | 3.900 | 3.900 | 3.143 | 3.670 | 2.748 | 3.495 | 2.508 | 3.356 | 2.345 | 3.280 | 2.226 | 3.241 | 2.139 | 3.204 | 2.069 | 3.148 |
| G0 | 3.880 | 3.880 | 3.127 | 3.650 | 2.738 | 3.465 | 2.496 | 3.346 | 2.323 | 3.273 | 2.204 | 3.210 | 2.114 | 3.153 | 2.044 | 3.104 |
| 65 | 3.880 | 3.880 | 3.143 | 3.623 | 2.740 | 3.455 | 2.492 | 3.350 | 2.335 | 3.252 | 2.209 | 3.201 | 2.120 | 3.145 | 2.043 | 3.094 |
| 70 | 3.875 | 3.875 | 3.120 | 3.623 | 2.730 | 3.445 | 2.482 | 3.310 | 2.320 | 3.232 | 2.193 | 3.161 | 2.100 | 3.121 | 2.024 | 3.079 |
| 75 | 3.895 | 3.895 | 3.133 | 3.597 | 2.725 | 3.455 | 2.482 | 3.334 | 2.313 | 3.228 | 2.196 | 3.166 | 2.103 | 3.111 | 2.023 | 3.068 |
| 80 | 3.87 | 3.8 | 3.1 | 3.61 | 2.713 | 3.45 | 2.47 | 3.312 | 2.30 | 3.220 | 2.303 | 3.15 | 2.088 | 3.103 | 2.017 | 3.05 |

Appendix A4: Critical values for the bounds test: Case III restricted intercept and trend
$\left.\begin{array}{llllllllllllllll}\text { 1 percent level } & & k=1 & & k=2 & & k=3 & & k=4 & & k=5 & & k=6 & & k=7 \\ n & k=0 & & k=2\end{array}\right)$

Appendix A5: Critical values for the bounds test: Case III restricted intercept and trend

| $n$ | $k=$ |  | $k=1$ |  | $k=2$ |  | , |  | $\ldots$ |  | $\ldots$ |  | $k=6$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1(0)$ | I(1) | $I(0)$ | I(1) | $I(0)$ | I(1) | I(0) | $J(1)$ | $I(0)$ | $1(1)$ | $I(0)$ | I(1) | I(0) | $I(1)$ | I(0) | I(1) |
| 30 | 8.770 | 8.770 | 5.395 | 6.350 | 4.267 | 5.473 | 3.710 | 5.018 | 3.354 | 4.774 | 3.125 | 4.608 | 2.970 | 4.499 | 2.875 | 4.445 |
| 31 | 8.780 | 8.780 | 5.365 | 6.310 | 4.237 | 5.433 | 3.695 | 4.960 | 3.326 | 4.730 | 3.120 | 4.560 | 2.953 | 4.437 | 2.850 | 4.379 |
| 32 | 8.730 | 8.730 | 5.365 | 6.305 | 4.213 | 5.437 | 3.653 | 4.965 | 3.296 | 4.696 | 3.087 | 4.518 | 2.913 | 4.416 | 2.825 | 4.344 |
| 33 | 8.620 | 8.620 | 5.320 | 6.225 | 4.183 | 5.347 | 3.638 | 4.908 | 3.310 | 4.636 | 3.078 | 4.513 | 2.917 | 4.387 | 2.799 | 4.296 |
| 34 | 8.700 | 8.700 | 5.345 | 6.225 | 4.180 | 5.360 | 3.615 | 4.913 | 3.276 | 4.648 | 3.058 | 4.460 | 2.904 | 4.336 | 2.798 | 4.258 |
| 35 | 8.640 | 8.640 | 5.290 | 6.175 | 4.183 | 5.333 | 3.615 | 4.913 | 3.276 | 4.630 | 3.037 | 4.443 | 2.864 | 4.324 | 2.753 | 4.209 |
| 36 | 8.650 | 8.650 | 5.310 | 6.225 | 4.153 | 5.333 | 3.610 | 4.870 | 3.252 | 4.576 | 3.023 | 4.408 | 2.860 | 4.303 | 2.750 | 4.211 |
| 37 | 8.590 | 8.590 | 5.290 | 6.170 | 4.183 | 5.303 | 3.593 | 4.865 | 3.236 | 4.570 | 3.005 | 4.398 | 2.836 | 4.271 | 2.723 | 4.175 |
| 38 | 8.660 | 8.660 | 5.320 | 6.190 | 4.167 | 5.263 | 3.583 | 4.828 | 3.236 | 4.568 | 3.008 | 4.405 | 2.851 | 4.266 | 2.721 | 4.145 |
| 39 | 8.640 | 8.640 | 5.290 | 6.140 | 4.137 | 5.243 | 3.560 | 4.798 | 3.214 | 4.508 | 2.995 | 4.367 | 2.823 | 4.237 | 2.704 | 4.128 |
| 40 | 8.570 | 8.570 | 5.260 | 6.160 | 4.133 | 5.260 | 3.548 | 4.803 | 3.202 | 4.544 | 2.962 | 4.338 | 2.797 | 4.211 | 2.676 | 4.130 |
| 45 | 8.590 | 8.590 | 5.235 | 6.135 | 4.083 | 5.207 | 3.535 | 4.733 | 3.178 | 4.450 | 2.922 | 4.268 | 2.764 | 4.123 | 2.643 | 4.004 |
| 50 | 8.510 | 8.510 | 5.220 | 6.070 | 4.070 | 5.190 | 3.500 | 4.700 | 3.136 | 4.416 | 2.900 | 4.218 | 2.726 | 4.057 | 2.593 | 3.941 |
| 55 | 8.390 | 8.390 | 5.125 | 6.045 | 3.987 | 5.090 | 3.408 | 4.623 | 3.068 | 4.334 | 2.848 | 4.160 | 2.676 | 3.999 | 2.556 | 3.904 |
| 60 | 8.460 | 8.460 | 5.125 | 6.000 | 4.000 | 5.057 | 3.415 | 4.615 | 3.062 | 4.314 | 2.817 | 4.097 | 2.643 | 3.939 | 2.513 | 3.823 |
| 65 | 8.490 | 8.490 | 5.130 | 5.980 | 4.010 | 5.080 | 3.435 | 4.583 | 3.068 | 4.274 | 2.835 | 4.090 | 2.647 | 3.921 | 2.525 | 3.808 |
| 70 | 8.370 | 8.370 | 5.055 | 5.915 | 3.947 | 5.020 | 3.370 | 4.545 | 3.022 | 4.256 | 2.788 | 4.073 | 2.629 | 3.906 | 2.494 | 3.786 |
| 75 | 8.420 | 8.420 | 5.140 | 5.920 | 3.983 | 5.060 | 3.408 | 4.550 | 3.042 | 4.244 | 2.802 | 4.065 | 2.637 | 3.900 | 2.503 | 3.768 |
| 80 | 8.400 | 8.400 | 5.060 | 5.930 | 3.940 | 5.043 | 3.363 | 4.515 | 3.010 | 4.216 | 2.787 | 4.015 | 2.627 | 3.864 | 2.476 | 3.746 |

Appendix A6: Critical values for the bounds test: Case III restricted intercept and trend

| 10 | percent level |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $n$ | $k=0$ |  | $k=1$ |  | $k=2$ |  | $k=3$ |  | $k=4$ |  | $k=5$ |  | $k=6$ |  | $k=7$ |  |
|  | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ | $I(0)$ | $I(1)$ |
| 30 | 6.840 | 6.840 | 4.290 | 5.080 | 3.437 | 4.470 | 3.008 | 4.150 | 2.752 | 3.994 | 2.578 | 3.858 | 2.457 | 3.797 | 2.384 | 3.728 |
| 31 | 6.810 | 6.810 | 4.295 | 5.090 | 3.417 | 4.463 | 2.995 | 4.135 | 2.752 | 3.922 | 2.560 | 3.828 | 2.434 | 3.757 | 2.350 | 3.685 |
| 32 | 6.850 | 6.850 | 4.285 | 5.090 | 3.427 | 4.473 | 2.985 | 4.133 | 2.720 | 3.926 | 2.555 | 3.808 | 2.429 | 3.727 | 2.345 | 3.678 |
| 33 | 6.840 | 6.840 | 4.265 | 5.050 | 3.403 | 4.437 | 2.975 | 4.095 | 2.716 | 3.888 | 2.530 | 3.778 | 2.417 | 3.703 | 2.330 | 3.641 |
| 34 | 6.810 | 6.810 | 4.255 | 5.060 | 3.403 | 4.440 | 2.968 | 4.098 | 2.692 | 3.902 | 2.517 | 3.773 | 2.410 | 3.679 | 2.316 | 3.621 |
| 35 | 6.810 | 6.810 | 4.225 | 5.050 | 3.393 | 4.410 | 2.958 | 4.100 | 2.696 | 3.898 | 2.508 | 3.763 | 2.387 | 3.671 | 2.300 | 3.606 |
| 36 | 6.830 | 6.830 | 4.255 | 5.060 | 3.377 | 4.423 | 2.948 | 4.063 | 2.690 | 3.868 | 2.507 | 3.725 | 2.390 | 3.637 | 2.306 | 3.588 |
| 37 | 6.740 | 6.740 | 4.220 | 5.015 | 3.383 | 4.403 | 2.955 | 4.083 | 2.684 | 3.870 | 2.505 | 3.735 | 2.380 | 3.634 | 2.283 | 3.573 |
| 38 | 6.850 | 6.850 | 4.260 | 5.030 | 3.383 | 4.387 | 2.938 | 4.045 | 2.684 | 3.846 | 2.493 | 3.722 | 2.366 | 3.640 | 2.283 | 3.564 |
| 39 | 6.770 | 6.770 | 4.240 | 4.985 | 3.380 | 4.377 | 2.940 | 4.028 | 2.662 | 3.830 | 2.485 | 3.715 | 2.361 | 3.616 | 2.276 | 3.551 |
| 40 | 6.760 | 6.760 | 4.235 | 5.000 | 3.373 | 4.377 | 2.933 | 4.020 | 2.660 | 3.838 | 2.483 | 3.708 | 2.353 | 3.599 | 2.260 | 3.534 |
| 45 | 6.760 | 6.760 | 4.225 | 5.020 | 3.330 | 4.347 | 2.893 | 3.983 | 2.638 | 3.772 | 2.458 | 3.647 | 2.327 | 3.541 | 2.238 | 3.461 |
| 50 | 6.740 | 6.740 | 4.190 | 4.940 | 3.333 | 4.313 | 2.873 | 3.973 | 2.614 | 3.746 | 2.435 | 3.600 | 2.309 | 3.507 | 2.205 | 3.421 |
| 55 | 6.700 | 6.700 | 4.155 | 4.925 | 3.280 | 4.273 | 2.843 | 3.920 | 2.578 | 3.710 | 2.393 | 3.583 | 2.270 | 3.486 | 2.181 | 3.398 |
| 60 | 6.700 | 6.700 | 4.145 | 4.950 | 3.270 | 4.260 | 2.838 | 3.923 | 2.568 | 3.712 | 2.385 | 3.565 | 2.253 | 3.436 | 2.155 | 3.353 |
| 65 | 6.740 | 6.740 | 4.175 | 4.930 | 3.300 | 4.250 | 2.843 | 3.923 | 2.574 | 3.682 | 2.397 | 3.543 | 2.256 | 3.430 | 2.156 | 3.334 |
| 70 | 6.670 | 6.670 | 4.125 | 4.880 | 3.250 | 4.237 | 2.818 | 3.880 | 2.552 | 3.648 | 2.363 | 3.510 | 2.233 | 3.407 | 2.138 | 3.325 |
| 75 | 6.720 | 6.720 | 4.150 | 4.885 | 3.277 | 4.243 | 2.838 | 3.898 | 2.558 | 3.654 | 2.380 | 3.515 | 2.244 | 3.397 | 2.134 | 3.313 |
| 80 | 6.720 | 6.720 | 4.135 | 4.895 | 3.260 | 4.247 | 2.823 | 3.885 | 2.548 | 3.644 | 2.355 | 3.500 | 2.236 | 3.381 | 2.129 | 3.289 |
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[^1]:    Notes: $k$ denotes the number of exogenous variables. Critical values are generated via stochastic simulations using $\mathrm{T}=3 \mathrm{I}$ and 40,000 replications.

