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ABSTRACT 
Optimising the design of water distribution networks (WDNs) is a well-known problem that has
been  studied by numerous  researchers.  This  work  proposes  a  heuristic  based  on  simulated
annealing  and  improved  by  using  concepts  from  the  cross-entropy  method.  The  proposed
optimization approach is presented and used in two case studies of different complexity. The results
show not only a fall in the computational effort of the new approach relative to simulated annealing
but also include a comparison with other heuristic results from the literature, used to solve the
same problems.
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1 BACKGROUND
The literature on the optimal design of water distribution networks (WDNs)  contains numerous
works  that  propose  heuristic  methods of  which  the  following  are the  most  popular:  genetic
algorithms  [1], tabu search  [2],  shuffled  frog-leaping  algorithm  [3], ant  colony  optimisation [4],
simulated annealing  [5] and cross-entropy  [6]. All are used to find global or near global optimal
solutions to WDN problems. Furthermore, with the exponential improvement in the performance of
supercomputers, which nowadays can have thousands or even millions of processor cores, it  is
possible  to  perform  the  complete  enumeration  of  all  possible  solutions  to  identify  the  global
optimum of benchmark problems or the true Pareto front of the problem (Wang et al. [7]). As stated
in the position paper by Maier et al.  [8], metaheuristics methods have been successfully used in a
range of problems and a variety of situations, but many of the case studies have been academic and
fail when it comes to the complexities and uncertainties of real case studies. To ensure that the
success of these metaheuristics can be replicated when applied to real problems, Maier et al.  [8]
showed that  these algorithms should be able  to  find near-optimal  solutions in  reasonable time.
Therefore, for complex real-size networks there is still a long way to go in devising optimization
methods able to find optimal or near-optimal solutions within reasonable computing time.

The  objective  of  this  work  is  to  improve an  already  well-established  metaheuristic  method,
simulated  annealing  (SA),  to  reduce  the  computational  effort  required  to  achieve  near-optimal
solutions for complex real size networks. Simulated annealing was proposed by [9] and was used in
the optimization of water distribution networks by [5]. The main advantages of SA are that it can
deal  with  combinatorial  problems  with  many  constraints,  escape  from local  optima  during  the
search and has theoretical proof of convergence to the global optimum. However, there is a clear
trade-off between the quality of results and the time required to achieve the solutions. In this work
we propose using  cross-entropy method (CE) features to speed up the SA while maintaining  its
strengths [10].
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2 METHODOLOGY

2.1 Optimization model
This work treats the problem of minimizing the design cost of WDNs where pipe diameters are the
decision variables, and are selected from a set of possible commercial diameters. The optimization
model is structured by the minimum cost objective of (1) and the constraints are represented by (2)
to verify minimum heads at nodes, (3) to use a set of commercial diameters and (4) the assignment
of one commercial diameter per pipe. 
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Where,

Ct – total investment cost (USD)

NPI – number of pipes in the network

Cpi(Dci) – unit cost of pipe i as function of the commercial diameter Dci adopted (USD/m)

Dci  – commercial diameter of pipe i (mm)

Li – length of pipe i (m)

Hn  –  head at node n (m)

Hmin – minimum head (m)

NN – number of nodes

ND – number of commercial diameters

YDd,i  – binary variable  to represent the use of diameter d in pipe i

Dcomd,i – commercial diameter d assigned to pipe  i

EPANET (Rossman,  [11]) hydraulic simulator is used  to  solve the mass and energy conservation
laws and to  check the hydraulic feasibility of WDN solution,. This is the most frequently used
hydraulic solver in the literature.

2.2 Simulated annealing

Simulated annealing  is a stochastic technique proposed by  [9] based on the analogy between the
way a metal cools to turn into a crystalline structure with minimum energy state and the search for a
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minimum  objective function  solution in an optimization problem. The process considers random
moves  that  generate  candidate  solutions  from the  neighborhood of  current  solutions  [5].  These
random moves are always accepted if the candidate solution has a better value for the objective
function than current solution. However, worse candidate solutions can also be accepted with a
certain probability, computed by the Metropolis criterion [12], that is depending on a temperature
parameter of the method and on the degree of quality decrease (in terms of the objective function
value) of the candidate solution relative to the current solution. The temperature parameter is set to
a high value at the start of the process and decreases during the optimization, which reduces the
probability of accepting candidate solutions worse than current solutions. The process ends when
temperatures are sufficiently low. SA was used not only in the optimization of WDNs of a single
objective but also in multiobjective problems [13]. As stated before, in SA there is a clear trade-off
between  the  quality  of  results  and  the  time  required  for  convergence,  and  therefore  a well
established balance is needed in the SA search behavior between the exploitation of the domain of
the problem and the intensification in certain parts of the solution space to try to find the global
optimal solution. To overcome these difficulties, we propose making use of cross-entropy concepts
to speed up SA by driving the search to the most promising regions of the solution space. The main
purpose is to accelerate the convergence of the optimization process so that high quality solutions
can be obtained for fewer iterations than are needed in the original SA process.

2.3 Cross-entropy
Cross entropy is an adaptive method originating in an algorithm of rare-event simulation based on
variance minimization. It was developed by Rubinstein [14] and applied by [6] to the optimization
of WDN. This method makes use of a probability matrix that stores the probabilities of choosing
diameter sizes for each pipe in the network. These probabilities are used to generate new solutions
during the optimization process. In this method the best solutions from a set of solutions stored in a
solution  list  are  used  to  update  the  probability  matrix.  The  process  ends  when  in  subsequent
iterations  the  probability  matrix  remains  unchanged  and  converges  to  a  degenerated  case,  this
means that all probabilities of choosing a diameter are close to zero except one diameter for each
network pipe that has a probability close to one. These diameter sizes with probabilities close to one
provide the final optimal solution from the CE method. A deeper study of this method applied to
WDNs can be found in [6].

2.4 The SACE method
This  work  proposes  an  optimization  method  based  on  simulated  annealing  improved by using
information provided by cross-entropy in a new optimization tool that we called SACE, simulated
annealing  and  cross-entropy  method.  The  flowchart  of  the  algorithm  shown  on  Fig.  1 better
explains the steps of this method. In this figure, the original SA structure steps are green and the
changes implemented on the original SA by cross-entropy concepts are orange. The SACE method
starts by inputting the WDN data and the available commercial diameters for the network design,
then a set of solutions is randomly generated so that an initial probability matrix of the CE method
can be computed. This is done by generating and saving a set solutions in a solution list. The list is
then used to compute the probability matrix by using the best solutions from this list and checking
how many times the diameter sizes occur in the set of the best solutions. 
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Figure 1. General structure of SACE method (adapted from [15])
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After  computing  the  probability  matrix (Fig.  1), the  process  continues  by  generating  a  new
admissible candidate solution in the neighborhood of the current solution taking into account the
information from this probability matrix. Then the objective function is evaluated and the candidate
solution can be accepted or rejected by the Metropolis criterion. If it is accepted, this solution will
be used as the starting point (current solution) for the next iteration and the solution is stored in the
list. When a set of solutions are saved in the list, the probability matrix is updated. If it is rejected,
the original  current  solution will  be used.  After  a number of iterations  are  performed to reach
equilibrium at a temperature level, the cooling process is performed by decreasing the temperature
parameter. The process continues until a stop criterion is achieved. The results are presented at the
end.

3 RESULTS

3.1 Case studies
The  SACE  is  applied  to  two  benchmark  least-cost  optimization  problems  used  by  numerous
researchers  in  literature  so  that  it  could  be  possible  to  compare  the  results  obtained  with  this
method. A simple network, Hanoi, proposed by  [16] is case study 1 (CS1) and a larger real life
network studied by [17] is case study 2 (CS2). The Hanoi network is a gravity feed network with 1
fixed-level reservoir consisting of 34 pipes and 31 demand nodes. For the design of this network
there are 6 commercial pipe diameters available, from 304.8 to 1 016 mm. The second case study is
the real Balerma network with 4 fixed-head reservoirs, 454 pipes and 443 demand nodes and 10
commercial diameters from 113 to 581.8 mm.

3.2 Results and comparisons
The performance of the developed SACE method is compared with that of the SA in Table 1. The
values obtained with the SACE and SA methods are determined for 25 runs for different sets of
random numbers for the CS1 and CS2 problems. 

Table 1. Comparisons of results for CS1 and CS2 obtained by SACE and SA optimization methods 
Case
study

Optimization
method

Minimum
(×106)

Maximum
(×106)

Average
(×106)

Average number
of iterations 

Average time
(seconds)

CS1
SACE 6.08 6.33 6.19 31 921 11

SA 6.08 6.33 6.12 134 154 28

CS2
SACE 1.93 2.08 2.01 1 216 635 3 153

SA 1.93 2.06 2.02 4 966 904 8 577

The results are compared in terms the minimum, maximum and average cost function values for
each method. The last  two columns of Table 1 show the average number of iterations and the
running time. Both methods were run with the same input data, using the same hydraulic simulator
and the same computer (Intel Core i5 2.5GHz), and so it is possible to compare the running times.
The results show that for CS1 these methods arrive at the same minimum solution of 6.08×106

(USD). However, the SACE method reaches this solution cost for a smaller average number of
iterations (31 921) compared with SA (134 154) and in the shorter running time of 11s, as opposed
to the 28s taken by SA.  In the literature, this minimum cost solution is also achieved by [6], who
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used a  cross-entropy optimization  method.  It  those  authors  take  97 000 iterations  to  reach the
minimum cost solution. The work of  [17], too, found the same optimal solution but it took 150 000
iterations to do so. Relative to the maximum and average solution cost found over 25 different runs,
maximum is the same and the average costs of SACE are slightly worse (around 1%) than the SA
method.

For  the  real  network  case  study,  CS2,  the  results  from table  1  show  that  SACE  reaches  the
minimum of 1.93×106 (€) as SA. It does so using small average number of evaluations (1 216 635)
compared with SA (4 966 904), and takes less average computing time (3 153s) than the computing
time (8 577s)  taken by SA. Regarding the maximum and average solution cost  found over 25
different runs, the maximum value of SACE is slightly worse (less than 1%)  and average cost is
almost equal compared with the SA results. In the literature, the GENOME method proposed by
[17] achieves the best solution after 10×106 iterations and the NSGA proposed by [18] does so after
10.64×106 iterations.

In fact, the main aim of this study was to reduce the computation effort of the SA method while
maintaining its level of reliability in finding optimal solutions. To compare the convergence speed
of SACE and SA, we present in Fig. 2 the objective functions’ values obtained during the search
process. 

Figure 2. Comparison of the convergence of SA and SACE for CS1 (Hanoi network)
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From Fig.2 it is possible to conclude that SACE has a faster convergence than SA. This is because it
stores the information to guide the search to the most promising areas of the solution space. In fact,
the SACE method arrives at solutions of almost 6.1×106 (USD) in fewer than 20 000 iterations
whereas SA needs more than 100 000 iterations to reach this solution cost level. 

4 CONCLUSIONS

This work contributes to the optimal design of water distribution networks by proposing a new
optimization method, SACE, which is based on simulated annealing and has been improved with
concepts  from cross-entropy.  The  simulated  annealing  technique  is  able  to  escape  from  local
optimums and has  theoretical  proof  of  convergence,  but  there  is  a  clear  trade-off  between the
quality of the final solutions and the computation effort. Therefore, our work proposes using cross-
entropy by storing solutions during the annealing search so that probabilities can be computed and
used to guide the search to the most promising areas of the solution space of the WDN design
problem. This is very important, because for very complex WDNs and for complex models dealing
with uncertainty, multiple scenarios might need to be evaluated and the computing time could be
prohibitive, thus it can be very useful to speed up the convergence to the optimal solutions. The
SACE method was applied to two case studies and the results show that it was possible to achieve
to the same optimal solution, and with the practically same level of reliability as offered by the SA
method, but using fewer iterations and taking less computing time than SA. The comparison of the
results with those reported in other works in the literature also demonstrates the good performance
of the SACE method. In future analyses, the SACE method will be applied to solve more complex
optimization WDN models that take into account future uncertainty, multiple scenarios and phased
approaches.

5 ACKNOWLEDGEMENTS

This study had the support of Fundação para a Ciência e Tecnologia (FCT), through the strategic
project UID/MAR/04292/2013 granted to MARE. 

References 
[1] D. A. Savic and G. A. Walters, “Genetic Algorithms for Least-Cost Design of Water 

Distribution Networks,” Journal of Water Resources Planning and Management, vol. 123, 
no. 2, pp. 67–77, Mar. 1997.

[2] A. Fanni, S. Liberatore, G. M. Sechi, M. Soro, and P. Zuddas, “Optimization of Water 
Distribution Systems by a Tabu Search Metaheuristic,” 2000, pp. 279–298.

[3] M. M. Eusuff and K. E. Lansey, “Optimization of Water Distribution Network Design Using 
the Shuffled Frog Leaping Algorithm,” Journal of Water Resources Planning and 
Management, vol. 129, no. 3, pp. 210–225, May 2003.

[4] H. R. Maier et al., “Ant Colony Optimization for Design of Water Distribution Systems,” 
Journal of Water Resources Planning and Management, vol. 129, no. 3, pp. 200–209, May 
2003.

[5] M. C. Cunha and J. Sousa, “Water Distribution Network Design Optimization: Simulated 



CCWI 2017 – Computing and Control for the Water Industry Sheffield 5th - 7th September 2017

Annealing Approach,” Journal of Water Resources Planning and Management, vol. 125, no. 
4, pp. 215–221, 1999.

[6] L. Perelman and A. Ostfeld, “An adaptive heuristic cross-entropy algorithm for optimal 
design of water distribution systems,” Engineering Optimization, vol. 39, no. 4, pp. 413–428,
Jun. 2007.

[7] Q. Wang, M. Guidolin, D. Savic, and Z. Kapelan, “Two-Objective Design of Benchmark 
Problems of a Water Distribution System via MOEAs: Towards the Best-Known 
Approximation of the True Pareto Front,” Journal of Water Resources Planning and 
Management, p. 4014060, Jul. 2014.

[8] H. R. Maier et al., “Evolutionary algorithms and other metaheuristics in water resources: 
Current status, research challenges and future directions,” Environmental Modelling & 
Software, vol. 62, pp. 271–299, Dec. 2014.

[9] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, “Optimization by Simulated Annealing,” 
Science, vol. 220, no. 4598, pp. 671–680, May 1983.

[10] J. Hu and P. Hu, “Annealing adaptive search, cross-entropy, and stochastic approximation in 
global optimization,” Naval Research Logistics (NRL), vol. 58, no. 5, pp. 457–477, Aug. 
2011.

[11] L. a Rossman, “EPANET 2: users manual,” Cincinnati US Environmental Protection Agency
National Risk Management Research Laboratory, vol. 38, no. September, p. 200, 2000.

[12] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E. Teller, “Equation 
of State Calculations by Fast Computing Machines,” The Journal of Chemical Physics, vol. 
21, no. 6, pp. 1087–1092, Jun. 1953.

[13] J. Marques, M. Cunha, and D. A. Savić, “Multi-objective optimization of water distribution 
systems based on a real options approach,” Environmental Modelling & Software, vol. 63, 
no. 1, pp. 1–13, Jan. 2015.

[14] R. Rubinstein, “The Cross-Entropy Method for Combinatorial and Continuous 
Optimization,” Methodology And Computing In Applied Probability, vol. 1, no. 2, pp. 127–
190, 1999.

[15] J. Marques, M. Cunha, and D. Savić, “Using Real Options in the Optimal Design of Water 
Distribution Networks,” Journal of Water Resources Planning and Management, vol. 141, 
no. 2, p. 4014052, Feb. 2015.

[16] O. Fujiwara and D. B. Khang, “A two-phase decomposition method for optimal design of 
looped water distribution networks,” Water Resources Research, vol. 26, no. 4, pp. 539–549, 
Apr. 1990.

[17] J. Reca and J. Martínez, “Genetic algorithms for the design of looped irrigation water 
distribution networks,” Water Resources Research, vol. 42, no. 5, May 2006.

[18] M. Cisty, Z. Bajtek, and L. Celar, “A two-stage evolutionary optimization approach for an 
irrigation system design,” Journal of Hydroinformatics, vol. 19, no. 1, pp. 115–122, Jan. 
2017.


	1 BACKGROUND
	2 METHODOLOGY
	2.1 Optimization model
	2.2 Simulated annealing
	2.3 Cross-entropy
	2.4 The SACE method

	3 RESULTS
	3.1 Case studies
	3.2 Results and comparisons
	

	4 CONCLUSIONS
	5 ACKNOWLEDGEMENTS

