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Abstract

The ascendancy of Jupyter notebooks and cloud computing
coupled with established Unidata technology provides a significant
opportunity to improve "time to science" by reducing research and
data impediments. Scientists and students no longer need to
transfer unwieldy geoscientific datasets to local computing
environments and can rely upon data center reliability and
horsepower. Moreover, complex software environments required to
analyze and visualize these data can be preconfigured by experts
on the scientists’ behalf. We describe the deployment of Unidata
and JupyterHub technologies on the NSF-funded XSEDE
Jetstream cloud[4, 5].

Methods

• Cloud Technologies
• XSEDE Jetstream Cloud
• OpenStack
• Linux Virtual Machines

• Docker Containers[2]
• Unidata Local Data Manager[1] (LDM)
• Unidata THREDDS Data Server[3] (TDS)
• JupyterHub

• Data Transfer
• Internet2®

• LDM
• Internet Data Distribution (IDD) network with NCEP data
• Globus CL

• JupyterHub with Unidata Notebooks Projects
• Unidata Python Workshop
• Notebook Gallery
• Online Python Training

• Unidata Python APIs
• netCDF4-python
• MetPy
• Siphon

• Globus OAuth

JupyterHub with Unidata Notebooks

Cloud Architecture

Conclusions

Deploying a multi-user JupyterHub server on the Jetstream cloud
with easily accessible geoscientific data holdings has many
benefits. Cloud computing environments are fast, reliable and
scalable. Scientists and students analyze, visualize, and share data
using only browser-based Jupyter notebook and JupyterHub
technology. No local specialized desktop software or fast Internet
connection are required. These Jupyter notebooks are
preconfigured by specialists for the geoscience community. In
addition, we can leverage decades of Unidata expertise in
delivering and serving data with the LDM and TDS co-located on
Jetstream delivering large quantities of geoscience data. This
environment will enable scientists to spend less time managing
their software and more time doing science. Future work will
explore cloud elasticity, in a classroom setting for example, where
students may be running many Jupyter notebooks at once.
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